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Chapter 1

Introduction

1.1 The Specialties of Zintl and Polar Intermetallc Phases

Zintl phase$® are those compounds composed of electropositialsnge.g. alkali metals, alkaline
earth metals, and rare earth metals) and electatimegmetals around the “Zintl line”, which divides
columns 13 and 14 in the periodic table. Polarrimtgallic phas€s* have the definition similar to
Zintl phases but, in general, the electronegativiijference fAy) between the constituting
electropositive and electronegative metals is ®ndtan in Zintl phases. However, there is no

specific criticalAy that separates Zintl phases and polar intermegalli

These phases keep intriguing solid-state chenlibsreasons lie in both their virtues for applicas
and their theoretical challenges. Many Zintl anthpmtermetallic phases exhibit novel propertss,
they are promising for many applications, for extenpuperconductor thermoelectric materiafs;

% hydrogen storage materidf&® and enhanced magnetocaloric mateA&ISo it is valuable to
investigate further their properties and poterdiaplications. Since properties are the expression o
structures in both real space (crystal structure) @eciprocal space (electronic structure), a good

understanding of the structures of Zintl and polgermetallic phases is required.

On the other hand, rationalizing their structurapases theoretical challenges because they do not
fall into any of the three classical categoriesmystalline solids — metallic, ionic, and coval€efhis

can be conveniently visualized with the van Arkelt&laar triangf&? (Figure 1.1). In this triangle,

the horizontal axis is the average electroneggtiaitd the vertical axis is the electronegativity
difference between the constituting elements. Hbee electronegativity values are the so-called

“absolute electronegativity

/\/:%(I+A).

| and A are the ionization energy and electron affinitgspectively. The left base vertex of the
triangle represents the classical “metals”, whére tonstituting elements are all electropositive,
featuring highly delocalized valence electronsritg from the metal vertex, going along the base
line, the electronegativity of the constitutingralnts increases. As a result, valence electromkstten

localize into spaces between atoms and there igrdnsition from “metallic phases” to “covalent
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phases”. Going from the metal vertex toward the weptex, the electronegativity difference gets
larger and larger. Valence electrons tend to laeadiround the atoms of the constituting elements

with higher electronegativity and there is the sitian from “metallic phases” to “ionic phases”.

van Arkel-Ketelaar Triangle

CsF
8 - e NaTl
v LiAl
o LiTl
6 - 4 KT
e EuAg,Al,
% v EuAgAl;
: 4 o GdgSi,
< o Gd,Ge,
o | s Na,AuBi
v Li,AuBi
o Ge
0 Lo Si

2 4 6 8 10
Average 7 (eV)

Figure 1.1 The van Arkel-Ketelaar triangle and the locatiohthe phases investigated.

We marked the phases studied in this dissertatidhé van Arkel-Ketelaar triangle. Overall, all of
them are closer to the metallic vertex than todtkeer two. However, they surely deviate from the
metallic vertex, especially MauBi and LLAuBi. They all haveAy larger than classical metals, so
charge transfer and, thus, ionicity is expecteciTaverage; values are also all larger than classical
metals, with some of them having averagelose to Ge and Si, the classical covalent crys&b

covalency should also be expected in these phases.

Therefore, Zintl and polar intermetallic phasegeepnt classes of compounds which are intermediate
among metallic, ionic, and covalent solids. The hrodtto rationalize the structures of these three
classical phases (see Chapter 3) cannot be effctpplied to Zintl and polar intermetallics. To
effectively rationalize their structures, we hasecbtmprehensively consider metallicity, ionicitypda

covalency.
1.2 Zintl-Klemm Formalism — Success and Limitations

A simple but decent rule to rationalize the struesuof Zintl and polar intermetallic phases is the

Zintl-Klemm formalism® The essences of this formalism are valence electransfer from
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electropositive to electronegative atoms and cowafdgeractions between the latter. For instance, i
one of the most frequently quoted Zintl phases, INaNa donates its ones¥alence electron to TI

and the formal Tl behaves like a pseudo-tetrel atom, each forming ‘foovalent bonds” with four

other Tl and constructing a diamond-type network. This raeiduat we can treat Zintl and polar
intermetallic phases as two-component systems. eléetropositive atoms are “cationic” electron
donors, charge balancers, and spacers. The elegative atoms form “anionic” frameworks held
together by “covalent” interactions and so thefuaures can be rationalized with the well-known

electron counting rules such as the octet ruleVilade’s rules®?’

In spite of its simplicity, the Zintl-Klemm formaiin is successful in structural rationalization for
many Zintl and polar intermetallic phases. Its ssscshould be attributed to its consideration of
electron transfer and covalency in compounds ctingisof metallic or semimetallic elements.
However, due to its oversimplification, it also himitations. Firstly, although it takes electron
transfer and covalency into account, it has notlyatoughly considered ionicity and metallicity.€r'h
metallic interactions, which are between positiveharged cores (nuclei plus core electrons) and
highly delocalized valence electrons, are not idetl in the Zintl-Klemm formalism at all. For
ionicity, although there is electron transfer, tteuctural effects of the electrostatic interaction
between “cations” and “anionic” frameworks, i.enio interactions, are not considered, either.
Secondly, the same electronegative atoms can cehsiito different frameworks which all fit the
Zintl-Klemm formalism. For instance, in Li%i,Si forms a three-dimensional extended networkh eac
Si atom “connected” to three other Si atoms. In iNaSi atoms form isolated tetrahedra. They both
agree with the octet rule and thus the Zintl-Klefiommalism: the formal Si has 5 valence electrons
so needs 3 bonds to achieve an octet. But the-Rliathm formalism does not explain the causes of
different Si frameworks. Thirdly, the “anionic” freeworks often consist of late transition metals.
Thusd electrons may play important roles in constructing “anionic” frameworks. Consequently,
those well-known electron counting rules, which astablished fois-p systems, may not work
effectively in s-p-d systems. Lastly, crystallographic studies of Zemid polar intermetallics with
more than one electronegative elements revealttieasites in the “anionic” frameworks are often
statistically shared by two or more electronegaéilements. It is also frequently observed that some
sites prefer one element over the other. This satse “coloring problent — how to distribute atoms

and why?

Therefore, to better understand the structuresiofl Znd polar intermetallic phases, we need to
explore these questions that are not covered byititeKlemm concept. And this requires synergic

www.manaraa.com



efforts in both experimental and theoretical inigettons. The purpose of experiments, including
syntheses and characterizations, is to observerys¢al structures of Zintl and polar intermetalic
and how they respond to the changes in the coaltdellexperimental variables,g. composition,
temperature, and pressure. The details of expetintam be found in Chapter 2 and the experimental
section in each following chapter. The experimeméslults can then be theoretically rationalized.
Since there are not yet any established empiridakrfor these questions uncovered by the Zintl-
Klemm formalism, we have to resort to quantum maits which is the source and justification of
all established empirical rules. The methods amdthleoretical machinery employed in calculations
and rationalizations are discussed in the followsegtion. Conclusions drawn from theoretical
rationalizations, if necessary, can be tested fuitfher experiments.

1.3 Rationalizing Structures with Quantum Mechanic& Calculations

The questions to answer when we rationalize thetstres of Zintl and polar intermetallics are, give

a chemical composition, at certain external coadgj among several possible structures, which one
will it adopt and why. To answer them, we can bu#d-compositional computational models
according to these possible structures, executatguamechanical calculations upon them, and
analyze the results. The process of analysis iipally the same with the process of analyzing a
simple molecule, for instance, N@s briefly discussed below.

NO, is a bent-shaped molecule with the bond angle1?34Here we studied why it is not linear as
in CO, and why it does not bend to a smaller bond arege,125°. Calculations using the General
Atomic and Molecular Electronic Structure SysteBAKMESS)*** upon the three model molecules
firstly provide us with the total energ¥ror, listed in Table 1.1. It shows that the experiraknt
structure (bond angle 134.1°) has the lowegssr among these 3 models. Straightening up and
bending further both lead to highBtor. Etor is the preliminary answer to the question —N@opt

its experimental structure because it affords thveekt total energy. It is also an overall indicaibr
the validity of calculations — computational resutbatch experimental observations. Howetggr

is not so informative. To find out why the obsen&ducture offers the lowest energy, we need

further analysis.

People put primary emphasis onto the electroniecsire in analyzing computational results. This is
effective but sometimes insufficient. The molecuddoital (MO, Fock orbitals actually) diagrams of
the three model NOmolecules are shown in Figure 1.2. Comparing itlsétivo model molecules we
can see that, while the other orbitals are comparabenergy, the energy of HOM@ om0, iS
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significantly lower in the bent molecule than iretlinear one by 2.472 eV (Table 1.1). Figure 1.3
shows that this is because bending the moleculgesaconstructive interference between the upper
lobes of O P, and lower lobes of N[ and, thus, eliminate a node in the HOMO. This akebhwn
frontier orbital argument can partially explain whent is preferred to linear. However, it is an
incomplete rationalization yet.

Enowmo is only a part oEror. Firstly, we need to consider not just the HOMGQ, &lso the other MO's.
So, the sum of the energies of all MO’s (or allesigalues)Ecigen Needs to be considered. In the
Hartree-Fock method we employed for calculatidf,., double counts the electron-electron
interaction Ec. Rectifying it, we get the electronic ener@igen— Ec-e = Eciecronic Then, we also need
to consider the electrostatic repulsions betweennticlei,En.n. Eror is the combination oEeectronic
and Ex.n. The analysis of electronic structure is only olgpwith Egectronic NOt Exor. Although it

explains why NQis bent rather than linear, it still cannot tedlwhy NQ does not bend further.

Figure 1.2 and Table 1.1 reveal that on bendingh fB0° to 134.1° then to 125°, the energy of
HOMO monotonously decreases and so g, and Eciecronic SO, bending will not stop at 134.1°
according to electronic structure analysis. HowggeunteringEciecironic En.y Monotonously increases
with bending. From 180° to 134.1°, a decreas&qgonic OVErcomes an increase .y, soEror
decreases. But from 134.1° to 125°, increads\iq overcomes decreaseBecionic SO Eror inCreases

— further bending is not favored. Therefore, weehvconsider both electronic structure and nueleus

nucleus interactions, the latter of which couldcehsily overlooked.

Table 1.1.The energy terms of N@alculated wittGAMESS,

Bond Angle  180° 134.1° 125°

Enowo (8Y) 247 O -0.607
Eciger (€V) 4778 0 -0.12¢
Eee (eV) -28.944 0 16.341
Eelectroni( (eV) 33.719 0 -16.466
Enn (€V) -32.56¢ 0 16.61¢
Eror (€V) 1154 0 0.152

The structural rationalization of Zintl and polamtdrmetallic phases will follow a procedure
analogous to what is shown above. We can calcHgteand analyze the electronic structure, which,
instead of an MO diagram for molecules, is usuakpressed for extended structures as density of
states (DOS), crystal orbital Hamiltonian populati€OHP)** and band structure. It can also be
visualized through crystal orbital sketches andewed¢ electron density maps. We also need to

considerEyn, which is included in the electrostatic or Madguierm, Ecs, in the Kohn-Sham
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method® Besides, we also need to evaluate the effect déllicity and ionicity, which are not

present in molecular species. Metallicity can bal@ated withEgs and ionicity with the Madelung

energyEmadeing The details of these energy terms and the rdtmat@n procedure can be found in
Chapter 3.

40 - 180° 134.1° 125°
20 —_— - 180° 134.1° 125°
— 3
S - S S 4 -4
@ )
I ] ? 6. °
8 A= A+ Ees S o 4
2 e 4
w = Ll 2
-20 4
40{ ¥ - V-

Figure 1.2.The MO diagrams of N&xalculated witltGAMESS.

Figure 1.3.The HOMO (&) in (a) linear NQ (bond angle 180°), (b) bent NCbond angle 134.3Y, (c) bent
NO, (bond angle 125°).

1.4 Handling the Coloring Problem

As mentioned in Section 1.2, the coloring probleocurs when there are more than one element
constructing the “anionic” frameworks of Zintl apalar intermetallic phases. Finding out how to
distribute different atoms on the sites of an “amd framework is essential in rationalizing its
structure. The criterion of a preferred distribatiaf different atoms (or “coloring scheme”) is tliat

provides lowelEror.
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One efficient way to determine which coloring sclkeeis favorable over the others is done with a
population analysis upon a “uniform reference frafié® To study a certain framework, we can
hypothetically construct it with only one elemeakecute quantum mechanical calculations upon
such a uniform reference frame, and analyze theneal electron population on each site. When
constructing the same framework with more than eleeent, the site with higher population favors
the more electronegative atom. This is becausenitie electronegative atom has valence orbitals
with the lower energy. Positioning such atoms ati® site(s) with higher electron population(s)

means more electrons are filling the lower-enempjtals and this will lower the electronic energy.

Another aspect to consider about the coloring ik to compare the numbers of heteroatomic and
homoatomic contacts in competing coloring scherilés. can calculate several tentative coloring
schemes with different numbers of heteroatomic lemmoatomic contacts and see which one gives
the lowestEror. For example, if more heteroatomic than homoatorniatacts leads to lowdtor,
then, with the help of computer, we can then gdeeath possible coloring schemes and find the gne(s

with the most heteroatomic contacts.
1.5 Layout of the Dissertation

Chapter 2 lists the experimental and computatiorethods we employed in all work included in this
dissertation. With these techniques, we addresseduestions raised in Section 1.2, questionswhich
are not covered with the Zintl-Klemm formalism, byestigating the projects described in the
following chapters.

In Chapter 3 we theoretically studied some wellnoZintl phases, alkali metal trielides. We
showed that it is insufficient to consider just idetransfer and covalency and that the structoires
Zintl phases should really be understood as resiilthe balance among the effects of metallicity,
ionicity, and covalency. Factors such as atomie,giglativistic effects, and electronegativity ¢gm
the balance and cause structural variation. Thikuwas been submitted fournal of the American
Chemical Society.

In Chapter 4, we studied MsuBi, synthesized in our group earlfét is isoelectronic with LJAUBI

and NaTl but it adopts a structure totally diffarénom the double diamond structure adopted by the
other two. Calculations revealed that its structigralso stabilized by covalency (thus fitting the
Zintl-Klemm concept) and its difference from theutte diamond structure (which also fits Zintl-

Klemm concept) stems from the larger size of Nardueand the involvement of Audbstates in
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covalent interactions. This work has also been sttbdntoJournal of the American Chemical Society.
Also preliminary aspects of the work presented rafiter 3 and 4 have been publishe@iucture

and Bonding.

Chapter 5 and 6 report our work in the EyAlg; . ternary system. Experimentally we observed how
the structures of the systems switch between twapebing structure types, BaGdand BaHg-type,

in response to a change in composition and tempetatVe then theoretically explained our
experimental observations. Site preferences amd siaring between Ag and Al atoms and the

coloring problem are investigated in detail. Thizrkvhas been published @hemistry of Materials.

Chapter 7 includes some theoretical work upoRT&dsystems, where Tt includes Si, Ge, Bi, and
mixtures of them. These are materials with sigaificmagnetocaloric effects. They feature similar
structural motifs, i.e., Gdt, “slabs”, but have different stacking sequencethes$e slabs. We carried
out calculations attempting to figure out the cause these differences.
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Chapter 2

Experimental and Computational Techniques, in Genaal

In this chapter, we describe the experimental amdpeitational techniques in general. This includes
what techniques were employed, what purposes therng werving, and what their advantages and
disadvantages are. The specific details for eacdblgm can be found in each of the following

chapters.

2.1 Syntheses

2.1.1 Arc Melting

For syntheses, we melted mixtures of metals usimgelectric arc furnace housed in an inert
atmosphere glove box. The electric arc generatepartures higher than 2000 °C and melts
samples in just a few seconds. However, we canmaigely control its temperature and the rate of
heating and cooling. The high temperature of arttingecan also vaporize metals with low boiling
points,e.g. Eu, causing material loss.

2.1.2 Tube Furnace Heating

The arc-melted samples were sealed in tantalunsttit|n in evacuated silica jackets and annealed
using tube furnaces. With tube furnaces, we coubgiam the temperature profiles and thus control
the annealing temperature and the rate of heatimh cwoling. The tube furnaces have a high

temperature limit, 1200 °C.
2.2 Characterization
2.2.1 X-Ray Crystallography

Both single crystal and powder techniques were eyepl for X-ray diffraction (XRD). Single crystal
XRD provides three-dimensional diffraction patterss it offers higher efficiency than powder XRD
in solving and refining crystal structures. Howevits results largely depend on the availabilitg an
quality of the single crystals. Moreover, the makthe single crystal is on the scale of a micragra

so it does not give the average structure of theleveample, which is around 0.5 g.

For powder XRD, we ground about 0.1 g sample an# several milligrams for diffraction. So the

refinement results, especially the lattice paramsetare a course-grained average over the whole
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sample. The powder technique does not require bigllity single crystals, either. Moreover, the
one-dimensional powder patterns, although lesgrimdtive than the single crystal diffraction patgern
can be used for “finger print” identification ofetlphases present in samples. But, it is not effidie
determine the occupancies of different atoms orir tebhared crystallographic sites because
occupancies often correlate with other parameterisig powder refinement.

2.2.2 Magnetometry and Microscopy

We measured the temperature dependent magnetiepsilniidties of our EUA@Al 11, Systems. The
reciprocal susceptibility vs temperature data wéraccording to the Curie-Weiss law to calculate

the effective moment, from which we could determifeether Eu is divalent or trivalent.

Scanning electron microscopy and energy-dispersipectrocopy were utilized to check the

homogeneity and measure the compositions of thplsam
2.3 Computations
2.3.1 EHT Calculation

Extended Hiickel Theory (EHT)s semi-empirical rather than first-principles.€Téonstruction of the
Hamiltonian matrix and the solution of the eigerdfimns are completed only once, without self-
consistent iterations. So, it takes much shoriee tihan first-principles calculations. Also, it doys
Slater-type atomic orbitals as the basis set andiges convenient electron population analysis, so
the computational results can be easily understatidclassical chemical concepts such as “bonding

" ou "o

orbitals”, “antibonding orbitals”, “bond order”, drfcharge transfer”.

The disadvantage of EHT calculations is that ibimes significant approximations. For instance, it
hasE.igen = Eror, @and there are no explicit repulsion terms, eitietween nuclei or between electrons,
in EHT, either. So, its accuracy is lower thantfpenciples calculations and its results are ugual
considered as semi-quantitative or even qualitative

2.3.2 TB-LMTO-ASA Calculation

We employed two techniques for first-principlescoddtions. The first one is Tight Binding Linear
Muffin Tin Orbital with Atomic Spheres Approximatio(TB-LMTO-ASA)? It is a self-consistent
calculation, so it takes more time than EHT, what$o means that it has higher accuracy. It models
the potential energy with a spherical muffin-titgxatial and also uses atomic orbitals as a basi#t se
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offers a population analysis analogous to that HiTEso the calculation results also provide

“chemical” interpretations.

However, the Atomic Spheres Approximation reallyposes limitations upon this LMTO calculation.

It makes an atomic sphere around each atom inrntiecell and ensures that the total volume of the
atomic spheres is equal to the volume of the ugit To fill the unit cell, very often, we need to
generate unphysical “empty spheres”. And the catedlEror is largely affected by the size of
atomic spheres and empty spheres and the overtajedre them. This means that we cannot easily
compare different structures with the same comiposhtiecause the overlaps between atomic spheres

and, sometimes, the number of empty spheres wiifferent.
2.3.3 VASP Calculation

We also did first-principles calculations using tienna ab initio simulation package (VASP).
VASP employs pseudopotentiasnd its basis functions are plane waves. Among,EHBFLMTO-
ASA, and VASP, VASP is the most time-consuming digb provides the highest accuracy. There is
no atomic sphere involved so it can compare twiediht structures with the same composition. It is
also capable of optimizing crystal structures. TiRigery valuable especially when we compare two
model structures one of which is experimentallyestsd and the other is hypothetical. We have no
experimental reference for the hypothetical stmechut it is often a local minimum on the potential

energy surface. Thus, structural optimization oalp s to determine it.

The plane wave basis set of VASP is not as stifaigtdrd from a chemist’'s viewpoint as the atomic
orbital basis set. Luckily, VASP allows us to paij¢he calculated wave functions onto the atomic
orbitals so we can still interpret the results hremical terms. Overall, VASP provides satisfying
results which match experiments and offer sensiittectural rationalizations. The only flaw of
VASP found in our work is that it overestimategitat parameters, especially when heavy elements,

such as TI, are involved.
2.4 Reference:
(1) Hoffmann, RJ. Chem. Phys. 1963,39, 1397.

(2) Jepsen, O.; Andersen O. KB-LMTO, version 47; Max-Planck-Institut fir Festkérperfdrang,
Stuttgart, Germany, 2000.
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(3) (a) Kresse, G.; Hafner, Bhys. Rev. B 1993,47, 558. (b) Kresse, G.; Hafner,Bhys. Rev. B 1994,
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(4) Kresse, G.; Furthmller, Comput. Mat. Sci. 1996,6, 15.
(5) Kresse, G.; Furthmdiller, Bhys. Rev. B 1996,54, 11169.
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Chapter 3

Revisiting the Zintl-Klemm Concept I: Alkali Metal Trielides
Modified from a paper submitted toorganic Chemistry
Fei Wang and Gordon J. Miller
3.1 Abstract

To enhance understanding of the Zintl-Klemm concephich is useful for characterizing
semimetallic and semiconducting “valence” compouralsd to more effectively rationalize the
structures of Zintl phases, we studied numerousiplesstructures of LiAl, LiTI, NaTl, and KTI
using first-principles quantum mechanical calcolagi. An approach to consider the relative effects
of covalent, ionic, and metallic interactions byrtfining the total energy is presented. An
assessment of all of these effects is importantifmterstanding the total structural behavior oftlZin
phases. In particular, valence electron transfet anisotropic covalent interactions, explicitly
employed by the Zintl-Klemm concept, are often eampetition with isotropic, volume-dependent
metallic and ionic interaction terms. Furthermdestors like relativistic effects, electronegatyvi
differences, and atomic size ratios between thaliatketal and triel atoms can affect the compatitio
by enhancing or weakening one of the three contenaled thus cause structural variations. This
partitioning of the total energy, coupled with g of the electronic density of states curves,
correctly predicts and rationalizes the structwiekiAl, LiTl, NaTl, and KTI, as well as identifiea
pressure-induced phase transition in KTI from ftacture based on [§]l distorted octahedra to the
double diamond NaTl-type.

3.2 Introduction

One ultimate goal of solid-state science is to giesind prepare materials with desired properties.
Properties are the expression of structures — bptstal and electronic structures, with the latter
deducible from the former through quantum mechan®s, it is essential to possess a sound
understanding of the structures of solids, inclgdiemprehension of the principles that govern the
congregation of atoms into structures, which caange in response to variations in chemical

composition and external conditions.

In particular, to rationalize their structures, tafline solids have been classically categorizgd i

three model classes — ionic, metallic, and coval€his can be shown with a van Arkel-Ketelaar
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triangle"? (Figure 1), where the horizontal axis is the ageralectronegativity (expressed with the
configuration energyCE*®) of the constituent elements and the vertical &xihe electronegativity
difference ACE) between them. The difference among metallic,coand covalent substances is the
behavior of valence electrons in both real andprecial spaces. The classical metals are found
around the lower left vertex of the triangle. Heveth the averag€E andACE are small, and the
valence electrons are largely delocalized. In dedl metal”, the valence electrons are described as
homogeneous electron gas embedded with positiVelgged cores, i.e., nuclei plus core electrons. In
reciprocal space, valence electrons populate aomtis energy bands without band gaps around the
Fermi level. As we deviate from the metallic regiomalence electrons tend to localize. At the top
vertex, around which ionic compounds are foun@E is large, and the valence electrons tend to
localize around the atoms with high@E. Toward the lower right vertex, the averdge increases
while ACE remains small, and, thus, valence electrons teriochlize between atomise. engage in
covalent bonding. Along the base of the triangheraéfore, metals transform to covalent crystals,
such as Si, and eventually to molecular substahoeslization of valence electrons in real space in
both ionic and covalent directions can be consitleea charge density wave (CDWijstortion, an
effect which is echoed by the opening of band gapeciprocal space. Due to the different behaviors
of valence electrons in metallic, ionic, and cowmélsolids, each of them typically employs its own

structural rationalization.

van Arkel-Ketelaar Triangle

CsF NaTI

L]
v
o
A

Average CE (eV)
Figure 1. The van Arkel-Ketelaar triangle. Electronegativigyquantified by the configuration energy).*®

The structures of metals and ionic crystals canrdssoned by examining the electrostatic or

Madelung energy — they adopt the structures affigrdhe lowest electrostatic energy. But their
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electrostatic energies are evaluated in differesmysw An ionic solid is perceived as a collection of
spherical ions. Its electrostatic interaction, e&lMadelung energy, is between all charged ions and

can be calculated 4&s:

_M zz¢€

Madelung
arE, r, (1)

whereZ; andZ, are the charges of the cation and angiis the vacuum permittivity;, is the nearest
neighbor distance between neighboring cation ammhaandM is the Madelung constant, which is
only dependent on structure type, can be calculagidg an Ewald summatidnand has been

tabulated for many known structure tyges.

A metal is usually simplistically described as piosly charged ions, or “cores”, submerged in the
valence electron gas. Its electrostatic energlius tefined as the total Coulomb interaction within
system consisting of positively charged ions atmb@ogeneous, charge-compensating free electron
gas™ This includes the ion-ion repulsion and the attoacbetween ions and free electron gas. Its

calculation takes a form similar to that for anieecrystal:

Ees=av =
Elements: R, (2

1
Ees == (ZiaAA +2, 2,00+ ZéaBB)
Binary Compounds: R, €)

Here R, is the average atomic radiug; Z, andZg are the charges of the cations, ang aaa, s,
and agg are Madelung constants, which can also be catmilaith techniques similar to the Ewald

summation*

Atoms in a covalent crystal are held together byatent bonding, so the structure can be rationglize
in the same way as for a molecule. The stabilitya afovalent crystal stems from the lowering in
electronic energy with respect to the isolated fatems - valence orbitals of constituent atoms
interact with one another to form bonding and amtiing crystal orbitals; and by populating bonding
orbitals, the energy of valence electrons gets lowWwaerefore, covalent crystals will adopt the

structures that maximize bonding interactions amdide the lowest electronic energy.
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It is important to point out that, although crybited solids are categorized into these three model
classes, it is difficult to draw clear dividing éis between them because the variations between the
three classes are gradual rather than abrupt. Gdeyeven be described using the same theoretical
model. Burdetf has argued that, just like covalent species, metah be described with a tight-
binding schemeyiz. their energy bands are also formed through orlutedrlap. So there is no
essential difference between “covalent bonds” ameétallic bonds”. It is only that in metals the
electronic driving force for the CDW distortiont®o small to cause electron localization and opgenin
of band gaps. Such continuity between metalliciciosind covalent solids means that there are solids
that may exhibit metallicity, ionicity, and covatnsimultaneously and cannot be approximated into
any one of these three model classes. And indkeerk tire such solids, for instance, Zintl phases. F
such intermediate solids, the structural ratiomdilim becomes challenging.

Zintl phases are those intermetallic compounds am®g of electropositive metals (e.g. alkali metals,
alkaline metals, or rare earth metals) and eleegative metals or semimetals around the “Zintl
Line”, the line dividing groups 13 and 14. They &deen long studiét?® and keep intriguing solid-
state chemists for many reasons, one of which as they are promising in many applications
especially as thermoelectric materidié® The structures of Zintl phases can be understdtd the
Zintl-Klemm concept. For example, the most freqlyequioted Zintl phase, Nafl,adopts a double
diamond structure — Na and Tl both form diamondssuistures which interpenetrate one another.
The rationalization is that Na donates itsedectron to Tl. The resulting formal Tanion, with 4
valence electrons, behaves as a pseudo tetrel atmi,of which forms 4 covalent bonds and adopts
the diamond structure. Each Naation acts as a charge balancer and space filler.

Although it is simplistic, the Zintl-Klemm conceptorks decently in rationalizing the structures of
Zintl phases. Its success stems from its consideratf charge transfer and covalent interactions in
intermetallic compounds, implying that Zintl phasathough composed of metallic or semimetallic
elements, involve ionic and covalent interactioasaell. This is also what we can expect from the
van Arkel-Ketelaar triangle (Figure 1). The phase&sstudied in this work are also marked in the
triangle. We can see that they all deviate fromniietal vertex significantly. In term ofCE, they are
all around 5 eV, over a half of 8.81 eV, th€E of Nal which is an ionic crystal. In term of avgea
CE, they are all between 7.5 and 8 eV, over a halflo83 eV, the averadeE of Si. These indicate
that Zintl phases are a class of compounds bridgietallic, ionic, and atomic (covalent) crystals.
And indeed, Zintl phases exhibit features resergbfionmetallic solidse.g. narrow homogeneity
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ranges or ‘“precise” compositions, as in valence pmmds, and poor conductivity or

semiconductivity*

Meanwhile, the Zintl-Klemm concept also has linidas. For instance, LiT¥ which is isoelectronic
with NaTl, adopts a CsCl-type structure, which eefthe Zintl-Klemm concept. Such limitations
stem from the oversimplification of the concepicdnsiders charge transfer but does not consiger th
consequent electrostatic interaction between “pafi@nd “anions” as in ionic crystals. Moreover,
Zintl phases are made with metals or semimetalshep are expected to retain metallic character.
For instance, NaTl has an electrical conductivityl @3 x 10* Q7 cnmt at 20 °C and it decreases
with increasing temperatuf@lt is impossible to build up highly charged catamnd anions in such
compounds. Therefore, to rationalize the structwfe&intl phases, we need to comprehensively

evaluate ionicity, metallicity, and covalency.

Thanks to the tremendous development in compugrfriques, quantum mechanical calculations
have been greatly advanced since the establistohém Zintl-Klemm concept. This endows us with
the possibility to examine Zintl phases in more hésticated ways than just counting valence
electrons and bonds. For instance, we can quaweitatevaluate metallicity and covalency
simultaneously by partitioning the calculated t@aérgy into an electrostatic term and an eleatroni
term. In our work, we have employed first princgplensity functional theory calculations to revisit
some well known Zintl phases. The results are ptesein two reports. This first one is on alkali
metal trielides — LiAl, LiTI, NaTl, and KTI.

Firstly, since metallic and ionic interactions also expected in Zintl phases, why do most alkali
metal trielides not adopt those structures commohBerved in ionic crystals and metals? To answer
this, we compared a spectrum of structures for LiAIl, NaTl, and KTI. Besides the observed NaTl-
type, CsCl-type, and KTl-type structures, we alsosidered some 1:1 structures ubiquitous among
ionic crystals and alloys. These include the Cugpe(fcc), AuCd-type(hcp), NaCl-type, and BaCu-
type, which contains planaf Gets of Cu (Figure 2). Secondly, as mentioned @pbif| does adopt
the CsCl-type structur® which frequently occurs for ionic salts and binafijoys and cannot be
rationalized through the Zintl-Klemm formalism. $his intriguing considering that LiAf, LiGa*

and Liln** all obey the Zintl-Klemm rule and adopt the Najfjp¢ structure at ambient conditions, and,
of course, so does NaTl itséffTo understand this, guantum mechanical calculatieere carried out

to compare LiAl, LiTI and NaTl. Moreover, at ambieronditions, KTl takes a thoroughly different

structure containing Tldistorted octahedra (Figure®*2yith local point symmetnZ,,. Every Tl can

www.manaraa.com



20

still be perceived as four-bonded and, indeed,t@na form similar octahedral clusters in the gas
phase* So, the Zintl-Klemm rule is formally obeyed, butannot explain the cause of the difference
between KTl and NaTl. Also, under pressures highan 2 kbar, KTl becomes isosteric with N&TI.
Such structural effects of external pressure ol gimases have not yet been discussed, whichas als
addressed here. With these efforts in this repudtthe following one, we intend to provide a better
understanding of the structures of Zintl phasesabglyzing the full Zintl-Klemm concept using

guantum mechanical calculations.

BaCu-type

e«
e« O v e
¢ Qv 2
€ @ » ¢
¢« 2 2
—a¢ @ »o
€ g7

CsCl-type NaTl-type

Figure 2. The seven structure types investigated. Blue: Li\Ngreen: Al/TI.
3.3 Computational Details
3.3.1 Model Structures

Seven model structures, NaTl-, KTl-, BaCu-, Cs@aCl-, CuAu- {cc), and AuCd-typehcp), were
studied for each of the four compositions, LIAITLiNaTI, and KTI. For each composition, the seven
model structures were built with equal volumes foemula unit §;,), which were taken from the
experimental values:?®*%3The structural details of these models are ligtefiable 1. Among the
seven structure types, the NaTl-, the CsCl-, th€INand the CuAu-typefdc) structures are cubic
and all atoms are located at symmetrically speifes, so the only variable for these structurd4 js
For the AuCd-typehcp) structure, besideg,, the aspect ratiocfa) is also a free variable. We set
c/a = (8/3)? so that it has an idehtp geometry. There are more degrees of freedom iKTheand
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the BaCu-type structures. After settivg,, the aspect ratiog/@ andb/a) and atomic coordinates,

y, and 2) remain variable. To determine these structuralamaters, we executed structural
optimization with VASP (details are included in “\&® Calculations”). The details of optimized
KTIl- and BaCu-type structures can be found in teetisn, “Results and Discussion”, and in
Supporting Information.

3.3.2 VASP Calculations

Table 1. Details of model structures.

Structure Atom  Wyck. x 'y z | Structure Atom Wyck. x y z
NaTl-type LiNaK 8a 0 o o |CSCHpe LiNaK 1a 0 0 0
Fd3m Pm3m
a= (8\/f . )% ATl 80 1/21/21/2| 5= (Vf , )% ATl 1b 12 1/2 172
LiNa/K1l 8e  1/4y  1/4|NaCl-type LiN/K 4a 0 0 0O
KTl-type Fm3m
Cmce Li/Na/K2 8d x 0 O |__ 1 ATl 4b 1212172
1 a= (4Vf .uA)3
a=| 24, a aj )
“bc LiiNa/K3 8 0 y z
b c AuCd-type
b=ga c=ga Pmma )
, AITIL 169 x y z . Li/NaK 2f  1/4 1/2 5/6
b = (Z\/f.uA /\/é)3
AIT2 8 0 y z |a=g/dc=3 ATl 2 140 13
BaCu-type Li/Na/K  4f 1/3 2/13 z Li/Na/K1 la 0 0 O
P6,/mmc Cu/Au-type
&, o) AL 20 0 o 14T liNak2 1 12120
a= fu & ¢ Ea a:C:(Z\/ )§
\/é c a fu.
AITI2  2d  1/3 2/3 3/4 ATl 2 0 1/21/2

The Vienna ab initio simulation package (VASP)**® was employed to calculate the energies, band
structures, and valence electron density mapsl ofi@del structures. In all calculations, we useal th
projector augmented-wave (PAW) pseudopoteritialad the Perdew-Burke-Ernzerhof generalized
gradient approximation (PBE-GGAJ Energy and total charge density were integrategdiprocal
space with a 7 x 7 x 7 Monkhorst-Pdekoints mest! The energy cutoffs for calculating energies
and optimizing structures are 240.3 eV for LiAlQ1@ eV for LiTI, 102.0 eV for NaTl, and 116.7 eV
for KTI. This affords a convergence in total enetgyess than 1 meV per atom. Band structures and
valence electron maps were calculated for LiAl,IL&nd NaTl in the NaTl-type structure. In these

calculations the energy cutoffs are set to higreues: 300.4 eV for LiAl, 175.0 eV for LiTl, and
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127.5 eV for NaTl. The calculated band structuned @alence electron density maps were plotted
with wxDragon.*? Structural optimizations were exerted upon the Baghd the KTl-type structures
to determine their aspect ratios and atomic pastior each of the four compositions. During these
optimizations, the volumes of the unit cells webeed and the conjugate gradient algorifimas

applied.

Besides the calculations upon all model structatesqual (experimental) volume per f.u. for each
composition, we also isotropically varied the voksrto investigate the effect of size. Energy vs.
volume E(V)) curves were plotted and fitted to the Murnaglegnation of stat&, from which we
could determine the equilibrium volum&g, i.e.,, the volume at the minimum of &&(V) curve.

Calculations were then completed upon model strestatV,, values.
3.3.3 Partitioning the Total Energy in VASP

VASP conveniently calculates the metallic electtistenergy x5 according to equations (2) and
(3). It includes the repulsion between cores amdatiraction between the cores and the homogeneous

electron gas (HEG):

EES = Vcore—core + Vcore— HEG

(4)

This term reflects the effect of the “metallic irgetion”. According to equation (3), when we
compare théegs terms of different alkali metal trielideg; andZ, are the same - +1 for alkali metals
and +3 for triels. The difference only comes frBg(size) and the Madelung constant (structure type).
If we make the comparison at equal volumes pey Ruis equalized and the differencekis only
guantifies the difference between the Madelung teonis of the structures. The identity of alkali

metals or triels does not matter.

By subtractingEes from the total energyBror), which includes core-core repulsion, core-valence
electron (VE) attraction, interactions between megeelectrons (Coulomb, exchange, and correlation),

and the kinetic energy of valence electrons:

ETOT :Voore—oore +Voore—VE +VVE—VE +TVE (5)
we obtain the electronic energy terBdcyonid:
Eaecronic = Eror ~ Ees =Vowerve ~Veore-ves TMee ¥ e (6)
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which can be rewritten as:
Evecronic = Vooreve ~Veore-iea) T Meve ~Vies-tes) + (e ~Thes) Viies vee + Thes (7)

The first three terms in parentheses are the tmibhs to the electronic energy caused by the
difference between real valence electrons and ¢in@olgeneous electron gas, or, by valence electron
inhomogeneity, i.e. localization, which includes covalent bonding, rjea transfer (ionicity),
formation of lone pairs, etc. The last two terms tire energy of homogeneous electron gas alone,
terms which are independent from the positionstofina, and, as such, have no relationship with
structure types. The kinetic energy of homogeneslastron gasTes, iS a functional of valence

electron densityn**:

5 4 2 5

Toee =313 ——Vn3
HEG 10m 8)

Vies-nes depends on and the volume per f.u. and it can be calculagsi a

ﬂ d rdr
HEG HEG ‘I’ ‘
(9)
If we compareEgeqonic Of Several iso-compositional structures at equdlimes per f.u. (so also
equal), the last two terms will make no differehegause they are independent of structure types but
only depend om and volume. The difference amoBge.onic Values will, thus, mainly come from the
first three terms — the differences in valencetebeclocalization among the various structuressThi

outcome can be confirmed by our results of VASRuations on Na and Si (Table 2).

For Na, which is close to an ideal metal, its vatemlectrons closely resemble a homogeneous
electron gas (VEE HEG). The energy caused by valence electron latidin is, therefore, close to

zero, and the electronic energy term is:

Eelectronlc : HEG-HEG +THEG (10)

We compared the real Nacp) and a hypothetical diamond-type Na at the sanmiemw per f.u.
(37.80 E/f.u.‘”). As discussed abov¥ec.vec andThes do not differentiate between structure types.
S0, Eeectronic Of hep and diamond-type Na are expected to be very ttosach other. The difference

in Eror will be mainly fromEgs This is exactly what we see in Table 2, whichvehthat the two
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structures have almost eqii&l..wonic bUt thatEes is lower inhcp, so thathcp has the loweEror and is

the preferred structure.

By contrast, for two iso-compositional phases whédford strong covalent interactions, valence
electron densities deviate significantly from tlertogeneous electron gas, so the first three tarms i
equation (7) are not zero aBd.cronicdepends on the positions of atom cores, structure types. The
comparison between real Si (diamond-type) and athgbicalhcp Si (Table 2) at equal volumes per
atom (20.03 A/aton{®) shows that althougBes is still lower forhep, Eeecronic Values are significantly

different and counteraéiss, even overruling it, and rendering a loviiger for the diamond structure.

Therefore, by partitioningeror into Egs and Eeecronic @aNd comparing these values at equal volumes
per f.u., we can segregate the effects of metailieractions out by examininBes to see which
structure is favored if valence electrons are lyigltdlocalized. We can also evaluate the effects of
valence electron localization by examiniBgonie This includes both covalency and ionicity, which
cannot be further separated into energy terms witly VASP. But we can analyze the ionicity
effects by calculating the ionic Madelung energthvihe Ewald technigdesssuming a +1 charge on
each alkali metal atom and a —1 charge on eadhatden and evaluate the covalency effects using

LMTO calculations.

Table 2. Comparison of energy terms betwdep and diamond structures for Na and Si.

Comp V (A%atom Energy Term hcp diamonc
Eg< (eV/f.u.) -6.6808 -6.2629
Na 37.80 Eelectroni (€V/f.U.)  0.2161 0.2193
Eror (€V/i.U.) -6.464" -6.043¢
Eg< (eV/f.u.) -120.8270 -112.5655
Si 20.03 Eclectroni (€V/f.U.)  13.1953 4.0853
Eror (€V/f.U.) -107.631° -108.480:

3.3.4 LMTO Calculations

We used the Stuttgarfight-Binding, Linear-Muffin-Tin Orbital program with Atomic Sphere
Approximation (TB-LMTO-ASA)* to calculate electronic structures, which are shaw density of
states (DOS) and crystal orbital Hamiltonian popata (COHP§° curves. We also evaluated
covalency effects by calculating integrated COHEQHP) values, which scale with the energy
lowering due to covalent interactions. This lowgris with respect to the energies of electrons in

non-interacting valence atomic ortitals, and notthe homogeneous electron gas asEiRcyonic

www.manaraa.com



25

calculated with VASP. So, ICOHP cannot be numdsicebmpared withEgectronie Nevertheless, it

can be used to evaluate the stabilization caused¥slent interactions.

For all LMTO calculations, the exchange and cotieaenergy was treated with the von Barth-
Hedin local density approximatioh.The basis sets included the valerscand p orbitals of all
elements: 2and 2 of Li, 3sand $ of Na and Al, 4 and 4 of K, and & and  of Tl. The Wigner-
Seitz radii of atomic spheres were adjusted by wtoraatic procedufd and empty spheres were
generated where they were necessary so that theallsi were filled by Wigner-Seitz spheres with
overlaps ranging from 7.55% to 10.22%. The firstl@rin zone was sampled with an 8 x 8 %8

points mesh.
3.4 Results and Discussion

3.4.1 Comparison of Different Structure Types

Table 3 compares the energy terms of the seveatsteutypes calculated with VASP, the triel-triel
distances in these structures, the ICOHP valuesuleddd with LMTO, and the ionic Madelung
energies calculated with the Ewald technfoagsuming a +1 charge on each alkali metal atonmaand
—1 charge on each triel atom. These results areaddulated at equal volumes per f.u. for each
composition. Supporting Information also includes DOS and COHP curves of these structures
calculated with LMTO.

In the NaTl-, BaCu-, and KTI-type structures, thETAsubstructures are, respectively, diamond,
graphite sheets, and distorted (AlfTdctahedra. These are all structures adopted tBideeither in
the solid or gaseous states (gaseous Si forgscgihedraj? So, if we apply the Zintl-Klemm rule,
treating formal Al/TI™ as pseudo-tetrel atoms and considering only thalent interaction between
them, the NaTl-, BaCu-, and KTI-type structures @teplausible options. The CsCI- and the NaCl-
type structures cannot be rationalized with thelZitemm rule and are commonly observed in ionic
crystals. Metals are known for adoptifig andhcp structures. So the CuAufc€) and AuCd-type
(hcp) structures are expected to be favored by mesjitems. However, they also satisfy the Zintl-
Klemm formalism — for CuAu- and AuCd-type alkali taktrielides, every triel atom is also “bonded”
to four neighboring triel atoms (Figure 2), just iasthe NaTl-type structure, but in a different
geometry. In thdcc-like, CuAu-type structure, triel atoms form plargreets of squares and, in the
hcp-like, AuCd-type structure, they form puckered shed squares.
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By comparing the triel-triel distances in theseieglume structures (Table 3), we see that for each
composition, the NaTl-, KTl-, and BaCu-type struet have the smallestiluie. (There is one
exception, the KTl-type LiTl, whosek, is larger than the CuAu- and AuCd-type LiTl. Tleason is
discussed in the section “The KTI-type Structurerheir DOS and COHP curves (Supporting
Information) reveal features resembling covalentstals — the Fermi levels are located at the
crossover in COHP curves between filled bonding amdpty antibonding states,e., bond
optimization, and, in DOS curves, at state-deficiegions,i.e., pseudogap. The smallegt ki and
“bond optimization” result in the most negative IBP values — these three structures have the
lowest ICOHP values (again, with the KTI-type LAY an exception). Therefore, these three types of
structures gain the largest stabilization throug-triel covalent interactions.

The NaCl-type structures have the largest:k values. Consequently, they have the weakest triel-
triel interactions and, thus, the ICOHP values thge highest among all. The CsCl-type structures
have smallery..viel than the NaCl-type structures, but still largenthhe other structures. The COHP
curves (Supporting Information) show that the #tiedl interactions are not optimized and triektri
antibonding states are populated. As a resultCg@-type structures have the second highest ICOHP
values, only lower than the NaTl-type structures.tlBese two structure types experience the least
stabilization through triel-triel covalent interamts.

The CuAu- and the AuCd-type structures have intdiate i.vier Values and optimized triel-triel
COHP curves (Supporting Information), in accordatize they also fit the Zintl-Klemm formalism.
Their ICOHP values are also intermediate — highantthe NaTl-, KTl-, and BaCu-type and lower
than the NaCl- and CsCl-type structures.

By comparing the energy terms in Table 3, abovetladl AEror (the Eror values of the CsCl-type
structures are taken as reference) values preuictorrect structures — for all compositions, the
lowestAEror occurs at the experimentally observed structyse sy Eeiectronic When compared at the
same volume per f.u., quantifies solely the effedtgalence electron localization including covalen
bonding. It shows the same pattern with ICOHP —{dleest values for the NaTl-, KTl-, and BaCu-
type and the highest values for the NaCl- and @g@#- AEes, reflecting metallicity, an@dEwageiung
reflecting ionicity, both reveal the exact oppogsiend - the highest in the NaTl-, KTI-, and BaCu-
type and the lowest in the NaCl- and CsCl-type.sEheomparisons reveal the competition between
covalency, metallicity, and ionicity. Covalent irdetions stabilize structures that fit the Zintleikdim

formalism by affording short distances and optimdiz®bital interactions between electronegative
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atoms. These structures have |8#ecronic and ICOHP values. Metallic and ionic interactigmefer
the relatively isotropic structures that give laMiEes and AEyageiing @nd do not follow the Zintl-
Klemm rule. Therefore, any rationalization of theustures of Zintl and polar intermetallic phases
should not be based solely on covalency, but orctinepetition between covalency, metallicity, and
ionicity. As we can see from the discussion beldwu the NaTl-, the CsCl-, and the KTI-type
structures, any factors affecting covalency, mieigll and ionicity can “tip” the balance between

them and lead to structural variation.

Table 3. Comparison of electrostatic, electronic, total rggeterms calculated with VASP, Al/TI-Al/TI
distances, ICOHP values calculated with LMTO, dmelibnic Madelung energy values of the seven siract
types for LiAl, LiTl, NaTl, and KTI. For each corogition, all structures have the same volume perThe

energy terms of the CsCl-type structures are talsereference. The bold numbers areBhgr of experimental

structure of each composition.

NaTl-type KTl-type BaCu-typgCsCl-type NaCl-type| Cuz—}g)ty pe Au(Cr:]gF-)t)ype
AEror (eV/f.u.) -0.1553 0.2651  0.1184 0 1.0487 -0.0235 -0.0734
AEgs (eVifu.) 1.3064 5.2514  3.519( 0 0.4137 1.1189 1.2783
LiAl AEgiectroni (€V/f.U.) -1.4617 -4.9863 -3.4002 0 0.635( -1.1424 -1.3517
31.84 Bif.u. |raa (A) 2.745 _223‘3% 2.489 3.169 3.557 2.824 2.824
ICOHP,.4 (eVI/f.U.) -3.35 -3.12 -2.50 -1.56 -0.53 -2.51 -2.60
AEwmadelun (€V/f.U.) 1.307¢  2.188:. 1.355¢ 0 -0.756: 1.116¢ 1.272;
AEror (eV/f.u.) 0.1985 0.1944  0.4474 0 0.437( 0.1285 0.0921
AEgs (eVifu.) 1.2054 0.5543  2.6584 0 0.3831 1.0329 1.1785
LiTl AEgiectroni (€V/f.U.) -1.0069 -0.3599 -2.2104 0 0.0539 -0.9044 -1.0864
40.64 Bif.u. [rmm (A) 2.977 _22;1 2.744 3.438 3.859 3.063 3.063
ICOHFq.1 (eV/f.u.) -2.02 -1.51 -2.07 -0.8¢ -0.42 -1.5¢ -1.6¢€
AEwmadelun (€V/F.U.) 1.2054 1.2554  1.1663 0 -0.6971 1.0293 1.1728
AEror (eV/f.u.) -0.0446 0.0758  0.1590 0 0.4161 0.0027 -0.0286
AEgs (eVifu.) 1.1131 2.8263  3.3329 0 0.3534 0.9534 1.0886
AEgiectroni (€V/f.U.) -1.1577  -2.750¢  -3.173¢ 0 0.0621 -0.950¢ -1.117:
NaTl 3.150
51.61 Aif.u. |rrm (A) 3.224 _3'732 2.886 3.723 4.179 3.317 3.317
ICOHFq.1 (eV/f.u.) -1.8( -1.5¢€ -1.63 -0.74 -0.31 -1.31 -1.37
AEwmadelun (€V/F.U.) 1.1131 1.6122  1.3041 0 -0.6437 0.9504 1.0829
AEror (eVIf.U.) -0.133¢  -0.232¢  -0.158" 0 0.3631 0.0227 -0.011¢
AEgs (eVifu.) 0.9686 8.0375 5.507§ 0 0.3082 0.8307 0.9481
KTI* AEgiectroni (€V/F.U.) -1.1024 -8.2703  -5.6665 0 0.0554 -0.8080 -0.9600
78.32 Bitu. |rrm (A) 3.705 _%%%; 3.133 4.278 4.802 3.812 3.812
ICOHPy.1 (eV/f.u.) -1.43 -1.78 -1.98 -0.69 -0.16 -1.04 -1.06
AEwmadelun (€V/f.U.) 0.9686 2.5046  1.4665 0 -0.5601 0.8272 0.9425

* For KTI in its own structure, the data are frohetstructure optimized with VASP instead of expemtal
structure from reference 33. The comparison betwleemptimized and experimental structures carobed in

Supporting Information.
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3.4.2 The CsClI- and the NaTl-Type Structures

Among the seven structure types, the NaTl- andC#@l-type structures both occur for alkali metal
trielides. These two structure types are closelgted: atoms occupy the same positions and only
differ in the way they are distributed among thessitions in the two structures (or, in short,
different “coloring schemes?¥. While the NaTl-type structure follows the Zittlemm rule and
affords optimized covalent interactions, the Cs@let structure defies the Zintl-Klemm rule and is
favored by metallicity and ionicity — it always ha&es and AEyagengthan the NaTl-type structure
(Table 3).

The competition between the CsCl- and the NaTl-tgheictures has been studied by many
researchers™™® Some of these works based their arguments upore “siffects®>>’ The
rationalization is that the NaTl-type structureoistained when the two following conditions are
satisfied: (1) the larger atom is compressible, @dhe radius ratio between the larger atom &ed t
smaller atom is close to 1. These will ensure “actitbetween the smaller atoms and stabilize the

structure.

Other works, just as we did above, partitioned gyen different ways and rationalized that the
competition between the two structures is a resfilthe competition between different energy
terms>*® Inglesfield’s argument is based on the interplay between the two enengysU yeic and

Use Unetaiic is the band energy assuming a spherical Fermaceyri.e. assuming the compound is a
simple metal whose electrons behave like a fregtrele gasUs, hamed as “semiconductor term”, is
the energy caused by the formation of band gbRs.ic prefers the CsCl-type structure adg
favors the NaTl-type structure. Inglesfield alsminped out by calculating the bonding charge that
electrons are expected to concentrate betweendfiehs, so Zintl's covalent bonding picture is
justifiable. However, he did not demonstrate howatent bonding should affect those energy terms.
In fact,Ug is an evaluation of bonding because, from a chi&niew, the formation of a band gap in
the DOS is often the result of covalent bondingording states are lowered and antibonding states
are raised in energy, generating a gap in the DOS.

Using the TB-LMTO-ASA method, Christens@mpartitioned the total energy into a Madelung term
and a band energy term. The Madelung term is #hetrektatic energy calculated as in equation (1),
whereZ; andZ, are the calculated charges of different atomiesgd) and the band energy is the sum
of the energies of the occupied one-electron eigées The Madelung term is lower (more negative)

in the CsCl-type structure. This, above all, canedxpected from equation (1): the Madelung
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constants for these two structures are 1.7626t®CsCl-type structure and 1.51343 for the NaTl-

type structuré® So, given the same volume and charges on “catiand”“anions”, the CsCl-type
structure provides lower Madelung energy. Moreo@hristensen’s work also showed that charge
transfer is more significant in the CsCl-type staue, or, it has larger absolute values ZgandZ,,

further lowering Madelung energy. Therefore, iotyidavors the CsCl-type structure.

Counteracting the Madelung term, the band energghisys lower in the NaTl-type structure.
Christensen claimed that this indicates that caxddending prefers the NaTl-type structure because
the band energy “contains all the effects of bogdind hybridization”. The effect of any metallic
term was not discussed here. Actually, the bandggneom TB-LMTO-ASA surely contains the
effect of covalent bonding, but it is improper sign it solely to covalency. The effect of metalli
interactions may also be reflected here. For exanipk hcp Na, the total energy calculated with
LMTO is —323.81 Ry per atom, which is entirely frahe band energy, because the ionic Madelung
energy term is 0. Here, the band energy depictsetallic picture because we do not expect
significant covalent bonding in Na. In Zintl phasefere metallicity and covalency coexist, the band
energy quantifies both effects. To complete Chmist@’'s methodology, metallic electrostatic energy
should be evaluated. The electrostatic energy t@rmable 3 clearly show that metallicity favorgth
CsCl-type structure. This is in accordance withadigm (3), if we take +1 and +3 f&@; and Zqye),
with the Madelung constants in the literattirehe metallic electrostatic energies of these two
structures areEg(CsCl-type) = —8.16958) and Ec(NaTl-type) = —8.0278%,, so at the same
volume per f.u.Ees(CsCl-type) is more negative th&ag(NaTl-type). So the CsCl-type structure is
also a better choice for metallic interactions. FEfiere, that the band energy is lower in the Ngpkt
structure is not because of metallicity. Christerseonclusion is right after all: covalency favéng
NaTl-type structure. This also agrees with our IGO¥hlues in Table 3 — the NaTl-type structure
always has lower ICOHP (thus, more energy lowetimgugh covalent interactions) than the CsClI-

type structure.

While all these works systematically studied the structure types, it remains unexplained why LiTI
is the only one that adopts the CsCl-type structBubstitution of Li for Na or Tl for other trietsoth
result in the NaTl-type structure. Apparently, devay is overruled by metallicity and/or ionicity i
LiTl but not in the other alkali metal trielidesoTinvestigate this, we compared LiTl with LiAl and
NaTI.

3.4.3 LiAl, LiTl, and NaTl
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The initial comparisons were made between the tinectsire types at equal volumes per f.u.. The
experimental volumes per f.u. of LiAl (31.84%Au.)* LiTl (40.64 A%f.u.)?® and NaTl (51.61
A%f.u.)*” were taken. At each volume, the NaTl- and the @g@ model structures were built,
calculated, and compared for each of the three ositipns: LiAl, LiTl, and NaTI.

The comparison of energy terms calculated with VASRabulated in Table 4. The total energy
(AEror) values predict the right structures, at all thvedumes, the NaTl-type structure has lower
energy in LiAl and NaTl AEror negative) but higher in LiTIAEror positive). Therefore, the
competition between the NaTl- and the CsCl-typeicstres in alkali metal trielides cannot be
attributed solely to a size effect as in some efghevious reports®” mentioned above. Even if we

equalize the size effect, they still favor differstructures.

The metallic electrostatic energy values are alwaygr for the CsCl-type structurdKgs always
positive) for all compositions and volumes, indicgtonce again that metallic interaction favors the
CsCl-type structure. The electronic terms are admMayver for the NaTl-type structure\Eeiectronic
always negative). AlthoughEgectonic cONtains factors from both ionic and covalentriatgions, its
favoritism toward the NaTl-type structure must orade from covalency because, as discussed above,
ionicity favors the CsCl-type structure. So, comaleonding stabilizes the NaTl-type structure and i
is competing with metallic and ionic interactioisble 4 also shows that, just as what we can expect
from equations (2) and (3), when volumes are e@liahree compositions have equddes. (It is not
exactly equal at 31.84°K.u. This can be attributed to the fact that teeyzlopotentials employed in
the calculations deviate from being spherical asgnations (2) and (3) at the vicinities of thenato
cores. So when volume is smalk., cores are close to each other, the result willade from what

we would expect from equations (2) and (3).) Bukllhas the least negativeEgecronic AS a result,
covalency wins in LiAl and NaTIAEekectronic OVErcomesAEgs) but loses in LiTI AE:s overcomes
AEgiectronig-

We then examined the covalent interactions betwienriel atoms by calculating the ICOHP values
with LMTO (Table 5) and also by plotting the valenglectron density maps (Figure 3) with VASP,
which show close correspondence with each othemFRhe charge density maps, above all, we can
see that Zintl-Klemm’s covalent bonding picturguistifiable, especially for LiAl at 31.84 ¥.u. —
valence electrons are concentrated between Al ateithén cylindrical regions along Al-Al axial
directions, a picture of chemical bonds. This isstmarp contrast with the CsCl-type structures

(Supporting Information), in which valence elecsare enriched within slightly distorted spherical
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regions centered on triel atoms. Therefore, thel¥gke structure has stronger Al/TI-Al/TI orbital
interactions than the CsCl-type structure. Corradpw to this, the ICOHP values in Table 5 show
that the Al/TI-Al/TI interaction in the NaTl-typdrsicture lowers energy more significantly (i.e.,mmo
negative ICOHP) than in the CsCl-type structure.

Table 4. The difference in energy termSkE = E(NaTl-type)-E(CsCl-type), between the CsCI- and NaTl-type
structures in LiAl, LiTl, and NaTl calculated atrée fixed volumes, which are the experimental vaanof
LiAl, LiTl, and NaTI.

Comp. Energy Terms 31.84Ru. 40.64 Bifu. 51.61K/.u.
AEgs (eV/Tu) 1.306¢ 1.205: 1.113:
LiAl AEgeronic (€VIf.U.) -1.4617 -1.3801 -1.2494
AEror (eVIf.u.) -0.1553 -0.1747 -0.1363
AEgs (eV/F.U) 1.307¢ 1.205: 1.113:
LTl AEgeronc (EV/F.U.) -0.9123 -1.0069 -1.0415
AEqror (eV/f.U) 0.395: 0.198 0.071¢
AEgs (eVIf.u)) 1.3076 1.2054 1.1131
NaTl  AEsearonc (€V/F.U.) -1.3234 -1.2508 -1.1577
AEror (eV/F.u.) -0.015¢ -0.045: -0.044¢

We can also see that size is indeed an importatdrfaAt larger volumes (longer triel-triel dista®),
valence electrons are distributed more aroundribedtoms and less between them, i.e., a weaker
covalent interaction. The stabilization through aewt Al/TI-Al/TI interactions also gets smaller
(less negative ICOHP in Table 5) with increasindurte. The effect of size is discussed in more

detail in the next section.

However, size is not the only factor. Tl and Alrag do not behave the same even at the same
volume. At the same triel-triel distance, TI-Tleémactions are weaker than Al-Al because valence
electrons are distributed less between atoms ane mw@und them. Pawlowska reported similar
results calculated with the LMTO meth¥din consistency with this, the ICOHP values of Al-A

contacts are always higher than those of TI-Ttiiersame structure at the same volume.

The AICOHP (= ICOHP(NaTl-type) — ICOHP(CsCl-type)) vadum Table 5 also show the same
pattern asAEgecronic iN Table 4: at each volume, LiTlI and NaTl havesleggativeAlICOHP values
than LiAl, demonstrating that, relative to the G$gle structure, the NaTl-type structure provides
less stabilization in thallides than in aluminideough covalent interactions.

The reason why TI-TI bonds are weaker than Al-Al ba found by comparing the band structures of
NaTl-type LiAl, LiTl, and NaTl (Figure 4). Figure dhows that these band structures are similar
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except around the speciaboints’” (0, 0, 0) and. (n/a, n/a, n/a). The bands at these tviepoints

are examined in detail by projecting them onto spkerical harmonics (valence orbitals) of each
atom and plotting their electron density maps (®ufipg Information). Irreducible representation
symbols taken from the Bilbao Crystallographic $3&\eere assigned to these bands according to

their eigenvectors.

Table 5. The triel-triel ICOHP values calculated for LiALjTl, and NaTl in both the CsCI- and NaTl-type
structures with LMTO method\ICOHP = ICOHP(NaTl-type) — ICOHP(CsCl-type). ICOHKs the ICOHP of

Al 3s-3sinteractions and TI$6s interactions.

Comp ICOHP (eV/f.u. 31.84 Pif.u. 40.64 Pu. 51.6154.u.
ICOHP,.A(CsCl-type) -1.56 -1.24 -0.96
Lial  COHFu.u(NaTktype) -3.3t -2.7€ -2.17
AICOHFy o -1.7¢ -1.52 -1.21
ICOHP,(NaTl-type) -0.06 0.08 0.13
ICOHF,.1(CsC-type] -1.1C -0.8¢ -0.6¢
Liti  COHPy.n(NaTl-type) -2.36 -2.00 -1.59
AICOHF 1 -1.2€ -1.11 -0.9¢
ICOHF.(NaTl-type) 0.3¢ 0.32 0.2¢
ICOHPy,.1(CsCl-type) -1.19 -0.95 -0.74
NaT|  COHFrn(NaTktype; -2.7¢ 2.2t -1.7¢
AICOHPY 1 -1.56 -1.30 -1.00
ICOHF.(NaTl-type) 0.31 0.31 0.2¢

LiTl

NaTl

31.84 Alf.u. 40.64 Alf.u. 51.61 Alf.u.

Figure 3. Valence electron density maps of NaTl-type LiAlTl.and NaTl calculated with VASP.
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Figure 4. Band structures of NaTl-type LiAl, LiTl, and Nag&lculated with VASP.

Special attention was drawn té,1 and 2.," bands, which are always below the Fermi le#) (n
thallides, but abové&: in LiAl except at 51.61 Af.u.. The eigenvectors of these two bands are
tabulated in Supporting Information. Boti,1and 2.," are mainly composed of the Al/$lorbitals.
Crystal orbitals sketches can be drawn for thesebtands according to their eigenvectors, with Al/TI
s orbitals represented as spheres and the phasmnships specified with black and white color
(Figure 5). I, is clearly antibonding with everyorbital surrounded by four otherorbitals with
opposite phase 2" is partially antibonding — evesyorbital is surrounded by one in-phase and three
opposite-phassorbitals. The valence electron density maps (adeigure 5, only LiAl and LiTl are
shown, NaTl is similar to LiTl) are consistent wittie sketch — electron density depletion can be
found between neighboring Al/TI atoms in both LiAhd NaTl-type LiTl for these two bands.
Therefore,s-s antibonding states are empty in aluminides (exe¢parge volume) but populated in
thallides, rendering weaker interactions betweeatdins and less stabilization through covalency in
thallides. This should be attributed to the faett thor T, itss orbital is more contracted with respect

to p orbitals due to its poor shielding effectcbéndf electrons and its strong relativistic effetts.
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11>

1

2L

Figure 5. The crystal orbital sketches and valence electiamsity maps of /L, and 2.," bands in LiAl (at
31.84 AJf.u.) and NaTl-type LiTl (at 40.64 ¥.u.). Only TI/Al s orbitals are shown because Tl/Abrbitals
and Li orbitals have much smaller contributionsgarting Information). Black and white colors sggdhe

phase relationships. Blue — Li; green — Al/TI.

The ICOHP values (Table 5) agree with this conolusiThe ICOHEs values of TI-Tl interactions
are positive and decrease when the volume incre8sethe Tl 6-6s interactions are “antibonding”
and, by increasing the volume (thus TI-TI distajcése antibonding interaction gets relieved. By
contrast, the ICOHR values of Al-Al interactions are negative at snvallumes and increase as the
volume gets larger. And, they are always much lawvan ICOHR; values of TI-TI pairs. So, the Al
3s-3s interactions are “bonding” at small volume and, ibgreasing the volume, the bonding
interaction is weakened. But they never destabditmgctures as much as T4-6s orbital interactions.

Therefore, all data, includingEeiectronic ICOHP, valence electron density maps, band strest and
eigenvectors show that thallides are less staHillzg covalent interactions than aluminides in the

double-diamond-type structure.

Additionally, the two thallides do not exhibit edu@valent interactions. BotAEgecyonic (Table 4)
andAICOHP (Table 5) are less negative in LiTl than i@TN showing that LiTl has less stabilization
through TI-Tl covalent interactions than NaTl. Thian be rationalized by comparing the charge
transfer from the alkali metal atom to Tl. Tablbsss the IDOSEr) values of each atom in NaTl-type
LiTI and NaTIl. These numbers do not mean exactyrthmber of valence electrons on each atom,

because when IDOS is calculated, the “overlap mjmni” is always evenly divided between atéms
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and this leads to overestimation for electropositatoms and underestimation for electronegative
atoms. But, they are still informative. By comparihe IDOS values at the same volume, (1) Na has
smaller IDOS value than Li and (2) Tl has highe©O® in NaTl than in LiTl. This means that Na
donates more valence electrons to Tl. It is in et@wace with the electronegativity values of Li and
Na. The absolute electronegativities are 3.01 e\Lfand 2.85 eV for N&

The optimum number of valence electrons for covabemding in a diamond structure is 4 per atom.
Fewer valence electrons will weaken the bonds asstathilize the structure. For instance, when
doping boron into silicon, according to the phassghm®® the maximum amount of doping is
3.06 %atom of boron at 1385 °C and much lower atnrtemperature. The same principle applies for
the Tl diamond-type sublattice in the NaTl-typeustare. To achieve 4 valence electrons per Tl, the
alkali metal atoms must donate all valence elestrdn per atom). In NaTl-type LiTI and NaTl,
neither Li nor Na donates all valence electrons,since Na donates more than Li, it affords stronge
TI-Tl bonding and stabilizes the Tl diamond sulitatbetter.

Table 6.1DOS values of each atom in NaTl-type LiTlI and Nedlculated with LMTO method.

Comp. IDOS(F) (ffu.) 31.84 Rifu. 40.64 Rifu. 51.61 Rf.u.

Ll Li 1.30 1.16 1.06
TI 2.7 2.8¢ 2.9¢
Na 1.0t 1.0 0.92

NaTl TI 2.95 3.00 3.06

In conclusion, among LiAl, LiTl, and NaTI, LiTl gas the least stabilization from triel-triel covalen
interactions in the NaTl-type structure. This isydovalency is overruled by metallicity and ionjcit
in LiTlI and it defies the Zintl-Klemm rule and adepthe CsCl-type structure, which is favored by

metallicity and ionicity.
3.4.4 Volume Effect

In all discussions above, we have been compariagC$Cl- and the NaTl-type structures at equal
volume per f.u.. This treatment successfully rexgahe factors that are independent from volume,
including relativistic effects and differences imacge transfer. However, for any given composition,
different structures (polymorphs) do not have teehaqual volumes per f.u.. For instance, at room
temperature, the volume of diamond is 5.6730a#nt* and graphite 8.8214*&ton?>. Therefore,
the CsCl- and the NaTl-type structures may forndifferent volumes as well and the volume

difference will also affect their relative stablit
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To study such volume effects, we varied the volamé examined how the total energy responds in
the CsCl- and the NaTl-types LiAl, LiTl, and NaHigure 6). The calculateB;or(V) curves were
fitted with the Murnaghan equation of stétérom which we obtained the bulk moduli of these
phases. The calculated bulk moduli of LiAl and Naitheir observed double diamond structure are,
respectively, 4.71 x 1 and 1.75 x 18 dyne/nf, which are only slightly smaller than the
experimental values, 5.07 x t0and 1.86 x 18 dyne/ni.®*® Moreover, we also obtained the
equilibrium volumes\y), the volume at the minima of the curves (TableThese are the predicted
volumes of the corresponding structures at zersspire and 0 K. The energy terms and ICOHP were
calculated for all structures at th¥ir, and also tabulated in Table 7.

In general, VASP predicts volumes larger than tkgeamental values, especially for thallides. This
can be attributed to the PBE-GGAused in VASP, an approximation which has been dotm
overestimate lattice parameté&f§® Despite this defect, VASP does predict the rightcsure for each
composition — the overall minima occur in the cered the NaTl-type structure for LiAl and NaTl,

and in the curve of the CsCl-type structure forlLiT

The CsCl- and the NaTl-type structures have diffekg, The differenceAVeq with respect to the
CsCl-type is much larger in LiTl (+3.30°Au.) than in LiAl (+0.98 &/f.u.) and NaTl (-0.67 Af.u.).
This can be explained by examining the radius sdtistween the alkali metahrand the triel atoms
(rwie). The two structures will have the same volume wheryie = 1, while the greater this ratio
deviates from 1, the larger the volume differer&eTihe covalent radii of Li, Na, Al, and Tl are,
respectively, 1.28(7) A, 1.66(9) A, 1.21(4) A, addt5(7) A*® LiAl has smallerAVe, than LiTl
because,f/ry (1.06) is closer to 1 thap/ry (0.88). kJ/rr (1.14) is slightly farther from 1 thap/ry,.
The smaller and negativeV,, of NaTl than LiTl can be attributed to the higltempressibility of the

larger atoms — Na in NaTl than Tl in LiTl.

The large positivé\V, will make the NaTl-type structure even more unfabte byEes. Besides the
difference in Madelung constaiizs is proportional tdR;* or V-*** (equation (3)). Table 7 shows that
Ees are higher in the NaTl-type structure for LiAlLTILi and NaTl. And, LiTl has the most positive
AVeq among the three so it also has the most poshiig. So the previous reports whose arguments
are based on “size effectd® are right in this point: it is beneficial for ti¢aTl-type structure to
have an f/rye Close to 1, and the larger atom has good compitissiHowever, the reason is not
that the smaller atoms want to be in close contetause LiTl adopts the CsCl-type structure where

Li-Li distances are even largeg([i..i = 3.498 A) than in the NaTl-type structurg, (r,; = 3.108 A).
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Figure 6. Eror(V) curves of LiAl, LiTl, NaTl, and KTI in the Na¥F] CsCl-, and KTI-type structuredE =
E(NaTl-type)-E(CsCl-type).

Ecrecronic are still always lower in the NaTl-type structuadthoughEegiectonic d0€s not only include the
effect of valence electron localization. When tuctures are compared at different volumes, their
average valence electron densitigs dre different. BothVyec.nes and Tyeg are functionals oh so
they also contribute tAEqecronic (€quation (7)). According to equation (&}gs is proportional tor®®
andV, so it is proportional t8/2. In equation (9)n? is proportional tovV? and the integral is
proportional toV ™ s0Vyeo neg IS proportional tov- "8 30, when volume gets larger from the CsCl-
to the NaTl-type structure\{/eq > 0), as in LiAl and LiTl, these two terms botlcdease, contributing
to the negative\Egiecrronic 1N NaTl, AVeq < 0, SOViecres @and Tyes increase from the CsCl- to the
NaTl-type structure. The negativdE..ronic here must be the effect of valence electron leatibn or
covalent interactions. Currently, we cannot prdgissalculate these two terms so we cannot
guantitatively evaluate the effect of valence etattlocalization fromAEgeconic Yet. However,
ICOHP values reveal that triel-triel covalent irtetions still provide more stabilization in the NaT
type structure — it always has lower ICOHP valuadd ionicity still favors the CsCl-type structures

— AEnadelngiS always positive for the NaTl-type structures.
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Table 7. The equilibrium volumes obtained from fitting(V) curves and the energy terms and ICOHP

calculated at these equilibrium volumes. The engegys of the CsCl-type structures are taken asearte.

LiAl LiTl NaTl KTI
Verr R%F.U.) 31.84 4064 5161 7832
Veq.cscype (AU 31.28 4281 5749  80.07
VeqnaType (AF.U) 3226 4621 56.82  72.00
Veqxriype (AYF.U.) 3655 4557  60.62  83.95
AEes cscype (EVA.UL) 0 0 0 0
AEgs NaT-wpe (€V/F.LL) 2.0842 29681 0.8046 -5.5255
AEgs kriype (€V/F.UL) 8.829¢ 2.021¢ 3.884« 4.823(
AEeIECtI’OniC.CS(-tVDE (EV/fU) 0 0 0 0
AEejectronic.NaT-tvpe (€V/F.U.) -2.2390 -2.9237 -0.8417 5.3759
AEeiectronic kT-type (€V/F.U.) -8.650. -1.867¢ -3.868! -5.071:
AEror eq.cscvne (EV/F.UL) 0 0 0 0
AEror eq Nattype (€V/F.U) -0.1548  0.1444 -0.0371 -0.1496
AEroT eqkT-type (EV/F.LL) 0.179« 0.153¢ 0.016: -0.248:

ICOHPlrieI-triel,CsC-tvpe (eV/fU) -1.59 -0.84 -0.66 -0.69
ICOHPyiovioinamroe (EV/U) 336 -1.87  -162  -1.65
ICOHFyiel-triel kTi-type (€V/f.U.) -2.8€ -0.7¢€ -1.34 -1.6€

AEyadeluna.csctyoe (EVIF.U.) 0 0 0 0
AEyaconna naroe (EV/F.0.) 13984 13658 1.0480 0.7513
AEyacolnat.ome (EV/A.U.) 2560¢ 1.380¢ 1.6607 2.553¢

Therefore, comparisons at differevify achieve the same conclusion — covalency favors\gig-
type structure and competes with metallicity, whialvors the CsCl-type structure. And finally,
AEror shows that volume relaxation of the two structudess not change their relative stability —
Eror is still lower for the NaTl-type structure in LiAnd NaTl and higher in LiTl.

3.4.5 The KTI-Type Structure

The distorted T octahedra in the KTI-type structure, as previoumsgntioned, resembles gaseous Si
The structure fits the Zintl-Klemm formalism andaferes optimized triel-triel interactions
(Supporting Information). The mysteries here ineld) KTl adopts this structure instead of the
other covalency stabilized structure, the NaTl-fy{2 this structure is only obtained in KTl buttno

the other alkali metal trielides; and (3) it trasrsifis to the NaTl-type structure under pressure.

One of the major differences between the NaTl- thedKTI-type structures is that the symmetry of
the NaTl-type requires equal alkali-alkali {9, alkali-triel (faiel), @nd triel-triel (fie.vie)) distances (if
we only consider the nearest neighbors); wherease ils no such restriction in the KTI-type struetur
Table 8 lists the interatomic distances in the Kpe structure and compares them with the
interatomic distances in the NaTl-type structukgr(fpe = fa-a = Tatriel = lriel-trier) @t the same volume
per f.u..
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For KTI, the KTI-type structure has.f; < Ik.t < Iatrype < fk-k, iN accordance with the fact that the K
atom (covalent radius 2.03%is larger than Tl (1.45 A). LiTl is exactly opptesto KTl — . < I

11 < I'naTiype < friei, @S0 in accordance with the size difference betwla (1.28 A) and Tl (1.45 A).
For the KTl-type LiAl and NaTl, Al < Friettriel < MNaTrtype < Ta-a- Triertrier 1S Still smaller thanykri.ype
but to a much lesser degree (0.06-0.09 A in LiAd &0.07 A in NaTl) than in KTl (0.1-0.6 A).

wiel @ffects both metallicity and covalency.

Table 8. The interatomic distances of alkali metal triefide the KTl-type structure optimized with VASP at

their experimental volume per f.u.. The bold nurskame those distances shorther than.gpe

LiAl LiTl NaTl KTI
MNaTLtype = 2.745 A KaTitype = 2.977 A KaTitype = 3.224 A KaTttype = 3.705 A
Lil- Ll 3.008Ax:|Lil- L2 2778Ax:|Nal- Naz 3.264Ax:|Kl- K1 4.111Ax:
Li2 2912A x| Li2- Li3 2782Ax:| Na2- NaZ 3.379 Ax: K2 4.034 A x.
Li3 3.127Ax2 K2— K3 4.152Ax2
Li3— Li3 2996Ax:|Lil- TI1L 2829Ax:|Nal- TI1 3.106Ax:|K3- K3 4.265A x:
Lil—- Al 2671Ax: 2.952 A x; 3.233Ax. | KI- TI1 3.631Ax:
2.700 A x2 T2 2.923 A x2 TI2 3.455A X2 3678 x2
Li2— Al 2587Ax2| Li2— TI1 2809Ax2 Na2- TI13.102Ax2| K2— TI1 3.618Ax2
2.872 A x: T2 2.765 A x: 3.223 A x: 3.885 A x:
Al2 2588Ax2| Li3— TI1 2946 A xZ T2 3.074 X T2 3.629 Ax2
Li3— Al 2.588Ax2 2997 Ax2 Na3- TI1L 3.198& | K3— TI1 3612Ax2
2.617 A x2 T2 2779 A 3.232 A xp 3.658 A x2
Al2 2578 A 2.928 A TI2 3.104 A TI2 3.699 A
2.816 A 3.121 A 3.145 A 4.054 A
3.112 A 4.098 A
All— Al 2687A TlIl— TI1 3.367A T1l- TIL 329 TIL- TI1 3.482A
2.790 A 3.386 A 3.575 A 3.610 A
Al2 2652 £ 3.406 £ 3.605 £ T2 3.1074
2.663 A T2 3271A T2 3.150A 3.130 A
Al2— A2 2.665A 3.304 A 3.152 A TI2— TI2 R8A

Since the triel core has the charge +3, larger thiawof the alkali metal core, shorter/longgg fiel
will cause higher/lowe¥ qe-core(€quation (4)) and thus higher/lowEgs. fiieruielkTi-ype IS Shorter than
I'nati-ype fOr all compositions except for LiTl, and accomlyy AEgs kriype Values are higher than
AEgs natiypefOr all compositions except for LiTl (Table 3). Suoetallicity favors the double diamond
structure over the triel octahedron structure foc@mpositions except for LiTI.

For covalency, the ICOHP values in Table 3 revieal for KTI, the KTI-type structure offers ICOHP
values lower than the NaTl-type structure. The éasgpposite for the other compositions. This can
surely be attributed to the much small@mrthan Kariype in only KTI, but not the other cases.

Therefore, in KTI, to covalency, the triel octahmdiis a better structural solution than the double
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diamond network. But in LiAl, LiTl, and NaTl, theodble diamond network offers more covalent

stabilization than the octahedron.

AEwadeiingis always higher in the KTl-type structure tharthe NaTl-type structure for all examples,
indicating that ionicity prefers the latter. Thisnc also be well understood by comparing the
interatomic distances. For LiAl, NaTl, and KTketrier (“anion-anion”) is shorter thandri.qype and
for LiTl, ry (“cation-cation”) is shorter thandr.ype Shorter “anion-anion” and “cation-cation”
both lead to higher ionic Madelung energy.

Therefore, among these alkali metal trielides,gppecialty of KTl is that the size of K is much larg
than TI. The double diamond structure, which resplig« = tn = 7, results in too long TI-TI
distances to efficiently stabilize the structureotigh covalent interactions. But the less symmaitric
KTI-type structure allowsrr; much smaller thanck, and g« and is thus better stabilized by TI-TI
covalent interaction. Although metallicity and ioity counteract covalency and favors the double
diamond structure, covalency overcomes these faetnd the KTI-type structure offers lower total

energy.

The other alkali metal atoms are close to triefratdn size or even smaller. At the same volume per
f.u., /i in the KTl-type structure is only slightly shorter even longer than those in the NaTl-type
structure. So the KTI-type structure is not advgetais over the NaTl-type structure in covalency,

and therefore it is not adopted by them.

TheEror(V) curves of the KTl-type structure for LiAl, LiTNaTI, and KTl are calculated with VASP
and also shown in Figure 6. They are consisterti experiments — the KTl-type structure has the
lowest Eroreq ONly in KTI; not for the other trielides. More iragantly, in KTI, we can draw a
common tangential line with negative slope for Eigr(V) curves of the KTI- and the NaTl-type
structures. Therefore, just as the experiment tedga KTl can transform into the NaTl-type
structure under pressure. This pressure can belad as -dEro1/0V) = 1.39 GPa, which is over 6

times higher than the experimentally measured ®a & room temperature.

As discussed above, the disadvantage of NaTl-typé iK its long TI-TI distances and, thus,
inefficient covalent interactions. Compression, athshortens TI-TI distances, at first alleviated an
then eliminates this disadvantage. This is theorea$ the pressure induced phase transformation.

3.5 Conclusions
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By investigating the alkali metal trielides, LiALjTI, NaTl, and KTI, we can see that to understand
the structures of Zintl phases, it is insufficieatjust consider the effects of covalent interawtio
between electronegative atoms as in the Zintl-Klefmmmalism. Instead, they should be rationalized
by examining the competition among metallic, iorgnd covalent effects. Generally, metallicity and
ionicity prefer high-symmetry and more isotropicustures, while covalency favors less isotropic
structures that afford shorter and optimized ofbiteeractions between electronegative atoms. Any
factors that can enhance or weaken metallic, ioaim] covalent interactions can affect their
competition and cause structural variation. Sevenfluential factors were identified in our
investigation: relativistic effects, electronegdtivdifferences, and atomic size ratios between
constituent elements. Relativistic effects contthet & orbitals of Tl atoms and hinder them from
participating in covalent interactions, renderinglT covalent interactions weaker than Al-Al ones.
Electronegativity differences determine the degreke valence electron transfer from the
electropositive atoms to the electronegative atoBreater transfer in alkali metal trielides can
strengthen the covalent interactions between #hetrenegative atoms. The atomic size ratio is dne o
the reasons that LiTI forms the CsCl-type strucamd also explains why KTl containssDctahedra
rather than the double diamond structure at ambjamissure. These findings deepen our

understanding about the complete structures of ghdses.
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Table S1.The lattice parameters and atomic positions in dpgmized KTI- Cmce) and BaCu-type H6s/mmc) structures. The
experimental KTl structufis also included.

Atom  Wyck. X y z Atom Wk, X y z
KL 8 14 02205(6) 14 KL 8 14 021862 14
. :'g' gg( pa K2 & -017746) 0 0 . :KlT; WA K2 o8d 017814 O 0
Do looeoA K3 0 02005(6) -0.0751(9) G- 27octh K3 ef 0 020123 -0.06877
t=gia7(a) A T 160 0113068 0.39558(6 00683(L [ ' _rgegs 4 T 163 01167 0.3925( 0.0755
T2 ef 0 05438(1) 0.2193(1 T2 8f 0 054360 0.21645
_ L 8e 14 021478 1/ _ 0L 8e 14 015017 1/
zT:"Pipng'g'A L2 & -0.19046 0 0 gi"lt{pge';'; lA L2 8d -015531 O 0
o lhomas L3 8 0 021684 010627 0- =SSN L3 ef 0 018242 -0.10554
oo A AL 16g 01197t 03882  00786:| o _- o it T 16g 01481 0.3587¢ 0.0936
A2 gf 0 055378  0.2956( TI2  8f 0 058731 0.25872
Nal 8 14 018217 14 | BaCuype LAl L 4 13 213 0.08298
KTktype NaTl Na2  8d  -0.15605 0 0 a=43113A Al 2b 0 0 1/4
a=125385A Na3  &f 0 020685 -0.05971 c=7.9108 A A2 2d 13 213 3/4
b=13.1401A TIL 16y 01425  0.3826:  0.1241( | BaCu-type LiTl L 4f 13 2/ 00786
c=75183A T2 & 0 057367 021220 a=4.7557 A TIL 2b 0 0 14
c=82089A T2  2d 13 213 3/4
BaCu-type NaTl Na 4f 1/3 2/3 0.07599 BaCu-type KTI K 4f 1/3 2/3 0.08793
a=49982A T 2 0 0 14 a=54268A TIL  2b 0 0 14
c=95420A T2  2d 13 23 34 | c=122825A TI2 2d 13 213 3/4
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Figure S1(a).The DOS and COHP curves of LiAl, LiTl, and KTI the NaTl-, KTI-, and BaCu-type structures. The daklines at 0 eV are the Fermi
levels. N
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Figure S1(b).The DOS and COHP curves of LiAl, LiTl, and KTltine CsCl-, NaCl-, CuAu-, and AuCd-type structuilse dashed lines at O eV are the
Fermi levels.
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Table S2(a).Thesp projections of the wave functionsiapoint for LiAl.
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L1 L2 AlL Al2
Iep- ERe9Y Band No. \(/)al')‘?{“fe (0,0,0 (1/4,1/4,14 (314, 3/4,3/4 (12, 1/2, 1/2
(ev) oS el Imag. Real Imag. Real Imag.
s -0.060 -0.01: -0.06¢ 005, -0.24€ -0.05:
U 6.0430 p, 0000 0000 0.000 0.000 0.000 0000 0.000
9 p, 0000 0000 0.000 0.000 0000 0.000 0.000
b, 0.00( 0.00( 0.00C 0.00  0.00C  0.00(
s 0000 0000 0.000 0.000 0000 0000 0.000
p,  -0.00: 001 0.00: 0.12¢ 0020 -0.12¢
b, 0003 -0.016 -0.003 0019 -0.119 -0019 0.119
b, 000 0.00( 0.00C 0.00  0.00C  0.00(
s 0.00C 000( 0.00C 0.00C _0.00C 0.00C
U 02556 p, 0000 0005 0.000 0.003 0037 -0.003 -0.037
s 0 b, 000 000 0.00C 0.047 -0.00¢ -0.04]
b, -0.002 -0.023 0.002 0013 -0.167 0013 0.167
s 0.00( 000 0.00C 0.00C 0.00C 0.00¢
p, 0001 0011 -0.001 0.007 0084 -0.007 -0.084
b, 0001 0011 -0.001 0.007 0084 -0.007 -0.084
b, 000! 0011 -0.00] 0.08: -0.007 -0.08:
s 0000 0000 0.000 0.000 0000 0000 0.000
p, 000 000( 0.00C 0.00C 0.00C  0.00C
b, 0053 0000 0053 0073 0000 -0.073 0.000
o, -0.061 0.000 -0.061 0.084 0000 0.084 0.000
s 0.00( 000( 0.00( 0.00C 0.00C 0.00(
. p, 0071 -0025 -0.071 0.099 0035 0099 0.035
Ve 07262 b, 002 000 002 0011 -0.03C -0.011
b, 0014 0005 0014 0020 -0007 -0.020 -0.007
s 0.00( 000( 0.00C 0.00C 0.00C 0.00C
b, -0.03¢ 000 -0.03¢ 0.00C 0.05% 0.00(
b, -0.038 0000 -0.038 0.053 0000 0053 0.000
b, -0.03¢ 0.00( -0.03¢ 0.00(  0.05% 0.00(
s 0026 -0.001 -0.026 0422 0015 -0422 0015
U 26236 b, 000 000( 0.00C 0.00C 0.00C 0.00C
> 2 b, 0000 0000 0.000 0.000 0000 0000 0.000
b, 0000 0.000 0.000 0.000 0000 0.000 0.000
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Table S2(b).Thesp projections of the wave functions/apoint for NaTl-type LiTI.

01 L2 TIL T2
rep. - BN Band No. \(/)atlftmfe (0,0,0 (14,14, 14 (314, 3/4,3/4 (12, 1/2, 1/2
(ev) rontals el Imag. Real 1Imag. Real Imag. Real Imag.
s 0006 -0.048 000f -0.04¢ 005¢ -043; 005¢ -043:
U 100m8s 1 p, 0000 0000 0000 0000 0000 0000 0000 0.000
1 : p, 0000 0000 0000 0000 0000 0000 0.000 0.000
o, 000 0.00( 000C 000 0.00( 0.00( 0.00C 0.00(
s 0016 0002 -0016 -0002 0654 0087 -0.654 -0087
ve aswl 2 p,  000C 000( 000C 000( 000( 000 0.00C 0.00C

p, 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Px 0.00C  0.00C 0.00C 0.00C 0.00C 0.00C 0.00C 0.00¢
s 0.00C 0.00C 0.00C 0.00C 0.00C 0.00C o0.00C 0.00¢
3 py -0.002 0.013 0.002 -0.013 -0.022 0.155 0.022 -0.155
P, 0.001 -0.0117 -0.001 0.011 0.01¢ -0.12¢ -0.01¢ 0.12¢
Px 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
s 0.00C 0.00C 0.00C 0.00C 0.00C 0.00C o0.00C 0.00¢
py 0.000 0.002 0.000 -0.002 -0.004 0.027 0.004 -0.027
p, 0.000 0.003 0.000 -0.003 -0.006 0.042 0.006 -0.042
Px 0.00z -0.01¢ -0.00z 0.01¢ 0.02¢ -0.21¢ -0.02¢ 0.21¢
S 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
py -0.001 0.00¢ 0.001 -0.00¢ -0.01¢ 0.10z 0.01¢ -0.10z

158 1.1148 4

5 p, -0.001 0.009 0.001 -0.009 -0.016 0.113 0.016 -0.113
Px -0.001 0.006 0.001 -0.006 -0.009 0.068 0.009 -0.068
s 0.00C 0.00C 0.00C 0.00C 0.00C 0.00C o0.00C 0.00¢

6 py 0.020 0.003 0.019 0.003 -0.024 -0.003 -0.024 -0.003

P, 0.00C 0.00C 0.00C 0.00C 0.00C 0.00C o0.00C 0.00¢
Px -0.108 -0.015 -0.108 -0.015 0.131 0.018 0.131 0.018
s 0.00C 0.00C 0.00C 0.00C 0.00C 0.00C o0.00C 0.00¢
py 0.01¢ 0.00z 0.01¢ 0.00z -0.01: -0.00z -0.017 -0.00Z
p, 0.113 0.016 0.113 0.016 -0.137 -0.019 -0.137 -0.019
Px 0.001 0.00C 0.001 0.00C -0.001 0.00C -0.001 0.00¢
S 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
py -0.09t -0.01: -0.09¢ -0.01: 0.11f 0.01€ 0.11¢ 0.01¢
p, 0.015 0.002 0.015 0.002 -0.018 -0.002 -0.018 -0.002
Px -0.019 -0.003 -0.019 -0.003 0.023 0.003 0.023 0.003

iy 14772 7
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Table S2(c).Thesp projections of the wave functionslapoint for LiAl.

L1 L2 AlL Al2
Irrep. E(”eevr?y Band No. \(/)?l'jt"a‘fg (0,0,0 (U4,1/4,1/4 (314,314,314 (U2, 1/2,1/2
Real Imag. Real Imag. Real 1Imag. Real Imag.
s 000¢ 0001 000 0001 025: 0Ol -025: -0.01€
W 7am0n 1 p, 0020 0001 -0.020 -0.00 0006 0000 0.006 0.000
o p, 0020 0001 -0020 -0001 0006 0000 0006 0.000
b, 0.02( 0001 -002( -0.001 0.0 0.00( 0.00¢ 0.00(
s -0.005 0078 0005 -0078 -0.006 0096 -0.006 0096
L 54668 o p,  000( -0.00: 0.00( -0.00: 0007 -0.04 -0.00% 0.04f
2 S p, 0000 -0.003 0000 -0.003 0003 -0.045 -0.003 0.045
b, 000 -0.00: 0.00( -0.00% 0.00: -0.048 -0.00% 0.04F
s 0.00( 000( 000 000C 000( 000 0.00C 0.00C
. p, 0008 0011 -0.008 -0.011 -0.084 -0.114 -0.084 14.1
o,  -0.00¢ -0.011 000¢ 0011 008 0.11f 008 0.11F
e 08427 b, 0000 0000 0000 0000 0000 0000 0000 0.000
S s 000( 000( 000( 000C 000( 000 000C 0.00C
. p,  -0003 -0.003 0003 0003 0032 0035 0032 0035
p, -0.003 -0.003 0003 0003 0031 0035 0031 0035
b, 001 001/ -001: -001¢ -0.127 -0.14( -0.127 -0.14(
s 0000 0000 0000 0000 0000 0000 0000 0.000
. p, 003t -0.00: 003 -000 -0.011 0.00] 0011 -0.001
o, 0035 -0.003 0035 -0003 -0.011 0001 0011 -0.001
L 04121 o, -0.140 0012 -0140 0012 0043 -0.004 -0.043 0.004
s 0 s 000( 000( 000( 000C 000( 000 000C 0.00C
. p, 0076 0074 0076 0074 -0023 -0023 0023 0023
o,  -007¢ -0.07¢ -0.07¢ -007¢ 002: 002 -0.02% -0.02
b, 0000 0000 0000 0000 0000 0000 0000 0.000
s 000 -0.04: 000 004 -001; 024 -001; 024
ot o743 7 p, 0000 001f -0.00] 001 000( 000 0.00C -0.00¢
> 0 p, -0.001 0013 -0001 0013 0000 0004 0000 -0.004
o, -0.000 001: -000] 001 000( 0.0/ 0.00C -0.00
s 0157 -0010 -0.157 -0010 0042 0003 -0.042 08.0
- acss0 8 p,  -0.01¢ -0.00] 001f 0001 001 000! 0.01C 0.001

p, -0.018 -0.001 0.018 0.001 0.010 0.001 0.010 0.001
Px -0.018 -0.001 0.018 0.001 0.010 0.001 0.010 0.001
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Table S2(d).Thesp projections of the wave functionslapoint for NaTl-type LiTI.

L1 L2 i1 T2
Irrep. E(”eevr?y Band No. \(/)?l'jt"a‘fg (0,0,0 (U4,1/4,1/4 (314,314,314 (U2, 1/2,1/2
Real Imag. Real Imag. Real 1Imag. Real Imag.
s 000: 000: 000 000: 031: 027¢ -031% -0.27¢
- 5458 p, 0010 0009 -0.010 -0.009 0004 0003 0004 0.003
v 8 p, 0010 0009 -0010 -0009 0004 0003 0004 0.003
b, 001 000¢ -001C -0.00¢ 000/ 0.00: 0.00¢ 0.00:
s -0038 0045 0038 -0045 -0186 0217 -0186 0217
L 61576 p,  000] -0.00] 000! -0.00] 0021 -0.02¢ -0.021 0.02
> 6 b, 0001 -0.001 0001 -0001 0021 -0.024 -0021 0.024
o, 000! -0.00] 000! -0.001 0021 -0.02 -0021 0.02
s 004 -0.05: -0.04€ 005 -0.20: 023/ -020% 0.23
oLt 08860 p, -0009 0011 -0.009 0011 -0011 0013 0011 -0.013
> 0 o,  -0.00¢ 0011 -000¢ 0011 -0.011 001f 0011 -0.01:
b, -0.009 0011 -0009 0011 -0.011 0013 0011 -0.013
s 000( 000( 000( 000C 000( 000 000C 0.00C
p, 0014 0014 0014 -0014 0100 -0101 0100 -0.101
o, 0014 -0014 -0014 0014 -0.00 0101 -0.100 0.101
L 058567 b, 0.00( 000( 000 000 000( 0.00( 0.00C 0.00(
s O s 0000 0000 0000 0000 0000 0000 0000 0.000
p, 000t 000/ -0.00f -0.00¢ -0.03¢ -0.03( -0.03¢ -0.03(
b, 0005 0004 -0.005 -0004 -0.036 -0.030 -0.036 30.0
o, -0.020 -0.017 0020 0017 0145 0121 0145 0.121
s 000( 000( 000( 000C 000( 000 000C 0.00C
p, 0026 -0035 0026 -0.035 -0.006 0008 0.006 -0.008
o, 002 -003 002 -0.03 -0.006 0.00¢ 0.00¢ -0.00¢
Wt 14108 b, -003 0138 -0103 0138 0024 -0.033 -0.024 0.033
s L s 000( 000( 000( 000C 000( 000 000C 0.00C
p,  010¢ 006( 010¢ 006¢ -0.02¢ -0.01€ 0.02€ 0.01¢
b, -0.09 -0.069 -0.109 -0069 0026 0016 -0.026 16.0
b, 0.00( 000( 000 000 000( 0.00( 0.00C 0.00(
s 0114 0099 0114 0099 -0056 -0.049 0056 0.049
- 32660 p, 0027 002 -0027 -002¢ -0.00] -0.00] -0.001 -0.001
rs b, 0027 0024 -0027 -0024 -0.001 -0.001 -0.001 0D.0
b, 0027 0024 -0027 -0024 -0.001 -0.001 -0.001 0D.0
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51.61 Alf.u.

40.64 Alf.u.

31.84 Alf.u.

Figure S2.Valence electron density maps of CsCl-type LiATlL.and NaTI.
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Figure S3(a).The electron density maps of the bands-pbint for LiAl.
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Figure S3(b). The electron density maps of the bandg-abint for NaTl-type LiTl. I, and ¥s are both
triple degenerate bands; degenerate bands hagariee charge map.

Figure S3(c).The electron density maps of the bands-pbint for LiAl.
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Figure S3(d). The electron density maps of the band&-abint for NaTl-type LiTl. 15 and 15" are both
triple degenerate bands; degenerate bands hagariee charge map.
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Chapter 4
Revisiting the Zintl-Klemm Concept Il: A,AuBi (A = Alkali Metals)

Modified from a paper submitted European Journal of Inorganic Chemistry
Fei Wang and Gordon J. Miller
4.1 Abstract

Alkali metal gold bismuthidesh,AuBi, are isoelectronic with alkali metal thallidesTl = ATITI,
and yet NgAuBi adopts an orthorhombic structure with a 1-Bzag “ribbon” structural motif rather
than the cubic double diamond structure type of IN&sT well as LiAuBi. Using first principles
guantum mechanical calculations applied AgAuBi, hypothetical AHgPb,” and A,TITI, and
comprehensively decomposing the total energiesmtallicity, ionicity, and covalency components
to establish parallels with the qualitative Zintlekhm formalism, the factors determining the rekativ
stability between the zigzag “ribbon” and the dimthmetwork are examined. An interplay between
volume-dependent energy terms, i.e., metallicitionicity, and covalency among the electronegative
components determines which structural motif isofad. In NaAuBi, there are two factors
stabilizing the zigzag “ribbon.” Audbstates significantly interact with Bip6states, especially Au
50,y With Bi 6p, to promote stronger Au-Bi covalent interactionartiin the diamond network. This
factor does not exist in NBITI and “A;HgPb,” where Hg, Tl, and Pbd5states are well localized.
Secondly, the zigzag ribbons provide effective tevainteractions at larger volumes, as inA&Bi,
while effective covalent interactions occur in tti@mond network only at smaller volume, as in
Li,AuBi.

4.2 Introduction

The Zintl-Klemm concept, although simple, can délgerationalize the structures of Zintl phases and
polar intermetallic compoundd. The essence and originality of the Zintl-Klemm cept are that it
introduces both charge transfer and covalent iotierds into the structural rationalization of
compounds composed of metallic elements. For iostaio rationalize the so-called double diamond
structure of the well known Natlthe Zintl-Klemm concept claims that, after obtagnione valence
electron from each Na atom, each Tl atom has falence electrons and, although Tl is metal, each
formal TI “anion” will follow the octet rule and form fourcbvalent” bonds with neighboring TI
Such success of the Zintl-Klemm concept implies, theagmatically, it is justifiable and benefictal

consider charge transfer and covalent interacfioigermetallic compounds.
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However, the oversimplified modeling of the Zintldthm concept also causes its limitations. In our
preceding report, we addressed the structures kafi ahetal trielides® Most of them adopt the
double diamond structure, but LiTl adopts the Cg@é structure and cannot be explained using the
Zintl-Klemm formalism, whereas KTI featuresgTdctahedra, i.e., formally [d]f~, and the explicit
causes of its difference from the double diamongcstire also cannot be understood from this simple
formalism. Our study showed that to rationalize #teuctures of Zintl phases, we have to
comprehensively consider the interplay among large ionic, short-range covalent, and volume-
dependent metallic interactions in these interrfietahd metal-metalloid systems. By addressing the
cases that defy the Zintl-Klemm rationalization, are attempting to supplement the Zintl-Klemm
concept and deepen our understanding of the stascad Zintl phases.

In this report, we continue this effort by studyiag (alkali metal)-gold-bismuth ternary series,
AAuBi. The recently synthesized MeaBi'* with an orthorhombic structure imposes another
challenge to the Zintl-Klemm concept. Its crystalisture is shown in Figure 1. Au and Bi atoms
form one-dimensional zigzag “ribbons” aligned aldhgc-axis. Such ribbons consist of linear chains
of Au atoms, bridged by Bi atoms on alternatingesidSimilar structural motifs are also observed in
the isoelectronic gold monohalid®s The interatomic distances within a [AuBi]ribbon are
2.924(1) A for Au-Au and 2.752(1) A for Au-Bi. Thibbons are juxtaposed in the-planes forming
Au/Bi “sheets”. The distance between the Bi atommsnftwo neighboring ribbons is 4.216(1) A,
much larger than those within a ribbon, so thebbars are well separated from one another. Na
atoms reside between two neighboring Au/Bi shégtestions arise when we compare this structure
with Li,AuBi and NaTl, reformulated as MEATI, which both adopt the double diamond structure

NaTl is isoelectronic with N&AuBi and, considering atomic number, Tl is the ‘a@age” of Au and Bi.
From this point of view, it is justifiable to expgabat Au/Bi and Tl atoms construct the same neltyor
just like boron nitride, BN>*® which is isoelectronic with C and adopts both pipand diamond

structures. However, the Au/Bi zigzag ribbons bearesemblance with the Tl diamond network.

On the other hand, Au/Bi atoms do construct thendiad network with only heteroatomic (Au-Bi)
contacts in LiAuBi, (Figure 1)}" The Zintl-Klemm formalism works well for this stiure. By
disregarding the delectrons of Au, and after gaining the électrons from Li, the average valence
electron count for each Au and Bi atom is 4 soaeerage, each should form 4 “covalent bonds”. If
Au is considered as a one-electron donor as viiellyalence electron count of Bi is 8, so there khou

be no Bi-Bi contacts. These are all satisfied i dimmond network with only heteroatomic Au-Bi
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contacts, but not in the zigzag ribbons, where dactatom has contacts with two other Au atoms
and two Bi atoms, and each Bi has two contacts Aittatoms. So, on average, each atom has three
“bonds” in the ribbons. One possibility is that lads multiple bonding. Just like in graphite,
although every C is bonded to only three neightibesdelocalized  bond makes the fourth “bond”
at each atom. Is it also the case in the Au/Biait#? Or do they violate the octet rule so that the
Zintl-Klemm concept does not apply to MaBi at all? Therefore, it is worthy to investigatew
these zigzag ribbons are stabilized and why switgfiom Na to Li and from Au/Bi to Tl both render
the structure to transform from orthorhombic witlyzag ribbons to the cubic double diamond
structure.

NazAuBi

@ e fﬂr

i

. @®L/Na ©@Bi © Au

Figure 1. Crystal structures of kAuBi and NaAuBi.
4.3 Computational Details
4.3.1 Model Structures

To answer the questions raised above, we built batiorhombic and cubic model structures for
first-principle calculations with the following cgrositions, LJAuBi, Na,AuBi, and NaTl (NaTITI).
Moreover, we also built model structures for a hpptical composition, “N#&lgPb”, which is
considered as intermediate betweenM®i and NaTITl. The details of these model structures are
listed in Table 1. The volume per formula uni,, in our calculations, is equal to either the
experimental values or the equilibrium volumes oigtd from the energy vs. volumg(V), curves
calculated withVASP (details can be found inVASP Calculations”). For the cubic model structures,
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V:y. is the only variable. But, for the orthorhombicustures, there are also the atomic fractional
coordinatesX andy) and the aspect ratiob/§ andc/a) of the unit cell to be determined. These were
done by structural optimization wiMASP. The obtained lattice parameters and atomic positare
reported in the section “Results and Discussions”.

Table 1. Details of Model Structures.

Orthorhombit Cubic
Cmem
1 Na/Li 8 x y 1/4 - Na/Lil 4 3/4 3/4 3/4
a=|2as 2ap F43m _
fupc Au/Hg/TI1L 4a 1/2 1/2 O 1 Na/Li2 4 0 0 0
b c BiPbIT2 4 12 y 14| &7 (4V f .u.)3 AuMgTil & 12 12 172
b=3a c=32 BIPb/TI2 & 14 14 14

4.3.2VASP Calculations

We used th&/ienna ab initio simulation package (VASP)**?°to optimize the orthorhombic structures
and calculate the total energies, band structumed, valence electron density maps of the model
structures. The projector augmented-wave (PA\88eudopotentials were adopted with the Perdew-
Burke-Ernzerhof generalized gradient approximalBE-GGA)?* For structural optimization, the
conjugate gradient algoritfffhwas applied. The first Brillouin zone was sampléth a 5 x 5 x 5
Monkhorst-Pack mest. The energy cutoffs are 242.9 eV for NaBi and LLAuBi, 237.8 eV for
NaHgPb, and 237.1 eV for NHTI. For the calculations of total energies, bastdictures, and
valence electron density maps, a denser 7 x 7 >oikhbrst-Pack mesh was used and the energy
cutoffs were also higher: 303.6 eV for for JRaBi and LLAuUBI, 297.3 eV for NgHgPb, and 296.3

eV for NaTITI. The valence electron density maps were pibitéth wxDragon.?®

We scanned total energies of the model structuves certain ranges of volumes to study their
energy vs. volume behavior. The cubic model strastwere isotropically expanded and compressed
while, for the orthorhombic model structures, wdimjzed the atomic coordinates and the aspect
ratios of unit cells at each sampling volume betbeetotal energies are calculated. The obtak(®&0l
curves were fitted to the Murnaghan equation diegtafrom which the equilibrium volumes/§)
were determined. Total energies were then calalilatehesé/., And again, structural optimization

preceded the energy calculation for each orthorhhombdel structure afe,

All calculated total energies were partitioned iato electrostatic ternEgs) and an electronic term

(Eerectronig- BY comparingees values of different structures, we can evaluateklwhktructure is favored
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if the valence electrons are highly delocalizedinaslassical metals. Comparison Bectronic ON the
other hand, evaluates the effects of valence eledtrcalization, including charge transfer, forroati

of lone pairs, and covalent bonds. The detailshisf €nergy partitioning scheme is included in our
preceding report§:?’

4.3.3 LMTO Calculations

The StuttgarfTight-Binding, Linear-Muffin-Tin Orbital program withAtomic Sphere Approximation
(TB-LMTO-ASA)?® was utilized to calculate the density of state<OE) and crystal orbital
Hamiltonian population (COHP) curves of the model structures. The integrated EQICOHP)
values were employed to evaluate the effect of lemwainteractions. It quantifies the energy
difference between the crystal orbitals and noaratting atomic orbitals. In all calculations, the
exchange and correlation energy was treated witlvéin Barth-Hedin local density approximation.
The basis sets includes and 2 for Li, 3sand $ for Na, and 8, 6s, and & for Au, Hg, Tl, Pb, and
Bi. In some calculations, thedl®f Au, Hg, and Tl were excluded from basis setg.cBmparing the
results with and without thesed Sorbitals, we evaluated their effects in covalentieriactions.
Reciprocal space integrations were performed witl8 & 8 x 8k-points mesh. The unit cells of the
model structures were filled with Wigner-Seitz spse the radii of which were adjusted so that the
sums of the sphere volumes are equal to the voluhése unit cells. Empty atomic spheres were
generated by the program where they are necesdagyoverall overlaps between atomic spheres in

all model structures range from 8.07 % to 9.59 %.
4.4 Results and Discussions

4.4.1 NaAuBi, “Na,HgPb”, and NaTITI

The experimental volumes per f.u. of MaBi and NaTl (NaTITI) are very close, 106.35 and 103.22
A%f.u., respectively. To find out their differencese compared the cubic and orthorhombic
structures at these two volumes for both,AlBi and NaTITl. The hypothetical composition
“Na,HgPb” was also studied in both structures at thesevolumes.

The optimized orthorhombic structures of.NaBi, “Na,HgPb”, and NarlTI are tabulated in detail
in Table 2 and the selected interatomic distanceslisted in Table 3. Comparison between the
orthorhombic NgAuBi optimized at 106.35 #f.u. and its experimental structiteshows that the
structural optimization shortenedlandb and elongated. The optimized structure also has larger

interatomic distances in the zigzag ribbons. Bugrall, the differences are small: those between
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experimental and optimized lattice parameters dresraaller than 0.05 A, and all interatomic
distances differ by less than 0.07 A.

Table 2. Lattice parameters and atomic positions of theindpéd orthorhombic LiAuBi, NaAuBiI,

“Na,HgPb”, and NarllTI at various volumes. The experimental,NaBi (exp.) is included for comparison.

Li,AuBi Na,AuBi Na,HgPk Na, TITI
V (A%f.u.) 7352 106.35 73.52 103.22 106.35 106.35 (exp.) 103.22 106.35 103.22 106.35
a(A) 7.718: 9.136: 7.948. 9.283t 9.425: 9.447(2 9.264¢ 9.3767 8.671:! 8.821:
b (A) 6.9904 8.1573 7.0148 7.5963 7.6511 7.700(2) 7.6194 7.6806 7.7969 7.8257
c(A) 5.4505 5.7079 5.2744 5.8661 5.8989 5.849(1) 5.8491 5.9066 6.1071 6.1621
x 0.181( 0.171: 0.185: 0.181¢ 0.180¢ 0.182(1 0.189: 0.1887 0.188t 0.188¢
Na/Li 8g y 0.3032 0.2363 0.3196 0.3237 0.3235 0.333(1) 0.3207 0.3221 0.3154 0.3160
z 1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4
X 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2
Au/Hg/TI1 4a vy 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2
z 0 0 0 0 0 0 0 0 0 0
X 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2
Bi/Pb/TI2 4c y 0.146 0.195¢ 0.157¢ 0.1847 0.187: 0.1973(1 0.154¢ 0.157¢ 0.135¢ 0.137:
z 1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4 1/4

Replacing Au/Bi with Hg/Pb in the orthorhombic stiure, at both 106.35 and 103.29/fAi., alters
the lattice parameters slightly, but the atomicitpms of Pb is significantly different from that @i.

As a result, the Hg-Pb distances in the zigzagorisbare over 0.2 A larger than Au-Bi. As for the

hypothetical orthorhombic NaITI, it has much smallea and much largelb andc than NaAuBi at

the same volume. The interatomic distances in th&'R zigzag ribbons are much larger than in the
Au/Bi ribbons — TI1-TI1 is over 0.1 A larger tharufu and TI1-TI2 is over 0.4 A larger than the

Au-Bi separation. Moreover, in MauBi, the distances between Bi are over 4A, sazibeag ribbons

are “separated” from one another; but innNal, the corresponding TIHTI2 distances are just over

3.7 A, much shorter than BBI, so the TI1/TI2 zigzag ribbons tend to be “crtisked” to each other.

In the cubic double diamond structure, the symmegguires uniform nearest neighbor interatomic

distances, i.e Qya-na = Ona-aumgmin = Ona- Bipbriz = Jawngmi-giroriz (WE USEyypic tO represent them all

and it is also included in Table 3). In the orthmrtbic structure, the distances can be differertilera
3 shows that for NAUBI, at both 103.22 and 106.35/Au., the interatomic distances in the zZigzag

Au/Bi ribbon of the orthorhombic structure are msehaller thardypic (Aeubic — dawpi-awgiortho = 0.30-

0.45 A). This difference is much smaller in “RgPb” and NaTITl, especially the latter, where

(deubic — it orho) < 0.18 A, much smaller thad(pic — dawsi-ausiortho) -
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Table 3. Selected interatomic distances of the optimizeédashombic structuredl. i is the nearest neighbor distance in the cubicttra. All distances

smaller than 2/%dpic (second nearest neighbor distance in the cuhictstre) are listed.

73.52 Bit.u. 103.22 Rf.u. 106.35 A/f.u.
No. dcubic =2.880 A dcubic =3.224 A dcubic = 3.257 A
/f.u. . . . . . . . NaAuBi
Li,AuBi  NaAuBi | Na,AuBi Na,HgPb NaTITl | LiAuBi Na,AuBi (exp.) NaHgPb Na,TITI
Li/Na— Li/Na x1 2.79:A 29437 3370A 3509A 3269A 3.126A 3.409A 3.44(1)A 3539A 3325A

x 2 3.019A 2995A 3382A 3313A 3391A 3.206A 3.415A 3.438(7)A 3357A 3426 A

AU/HgITIL x4 2.881A 2989A 3.321A 3345A 3324A 2862A 3347 A 3.412(9)A 3.381A 3.355A

x4 3.133%4 3.0994 35614 35057 34204 - 3.612 % 3.582(9)/ 3545} 3.464F

Bi/Pb/TI2 x2 | 2.689A 2.748A| 3.13¢A 3.09cA 298:A| 3.024A 3.18:A 3.18(1A 3.127A 3.01ZA

x2 | 278A 279A 3.21¢A  3.14:A 3.04¢A| - 3.266 A 3.29(1)A 3.18(A 3.08<A

x4 3.0814 302482 3.378F 3.416F 34854 33017 3.4087F 3.400(5)/ 3.446F 35204

AUu/Hg/TI1- AuHg/ITIL  x1 2.725A  2.637A] 2.928RA 2.925A 3.054A| 2.854A 2949A 2.924(1)A 2.953A 3.081A
Bi/Pb/TI2  x2 | 2.809A 2.740A| 2.807A 3.00¢A 3226 A 2.864A 2.80¢A 2.752(1)A 3.01fA 3.231A

Bi/Pb/TI2-  Bi/Pb/TI2 x1 - - - - 3.713 2 - - - - 3.755 £

The energy differences between the orthorhombictl@aubic structureAE = Eqino — Ecunid Calculated withVASP are listed in Table 4; all
agree with experiment. OrthorhombicdaBi affords the lower total energy (negatit&o1) and cubic NaTITI has the lower total energy
(positive AEToT). “NaHgPb” also has positivaEror but the difference is much smaller than i, Nal. We can also see from Table 4 that
the volume difference between 103.22 and 106.36U8 does affect the magnitude but does not chémgeign ofAE;or. So, the structural
difference between NAuBi and NaTITl is not caused by a volume effect. The elec¢tatis energy is always lower in the cubic structives,
AEgs always positive, for NAuBI, “Na,HgPb”, and NaTlTl. This indicates that the cubic structure igdeed over the orthorhombic structure
by highly delocalized valence electrons or metaliteractions. On the other hand, the differencelattronic energyAEqectonio 1S always
negative. Therefore, valence electron localizattabilizes the orthorhombic structure more thandiigic structureAEgectonic includes all
effects from charge transfer, formation of lonerpand covalent bonds, vithe effects of ionicity and covalency are botholred. To
evaluate the effects of ionic interactions, we haedculated the Madelung energ¥iadgenng USiNg the Ewald techniqﬁé. We then
investigated the covalent interactions betweeretbetronegative atoms (Au/Bi, Hg/Pb, and TI1/TIg)dalculating their ICOHP values with

theLMTO method.

29
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Table 4. Energy differences between the orthorhombic afmiccstructuresAE = Eqino — Ecubic:

Comp. Energy Terms 7352Ru. 103.22 Rifu. 106.35 Rif.u.
AEge (eV/f.u.) —4.044: 102.117!
LioAuBi  AEqiecronic (€V/F.U.) 4.2658 - -102.6120
AEror (€V/F.U.) 0.2215 —0.4945
AEgc (eVIf.u.) 22.6768 90.8474 98.1157
NaAUBi  AEgecioni (EV/F.U.) -21.9483 -91.1371 -98.4843
AEror (eV/F.U.) 0.728 -0.289; —0.368¢
AEgc (eVIf.u.) 53.0567 58.0577
NaHgPb  AEciectoni (EV/F.UL) - -52.906: —57.958!
AEror (€V/F.U.) 0.1506 0.0997
AEgc (eVIf.u.) 2.4928 7.5600
NaTITl  AEeectoni (EV/f.U.) - —2.212: —7.319:
AEror (€V/F.U.) 0.2803 0.2407

6 | —e—iNa,AuBi
—a—i"Na,HgPb"

AE ysceng @V/F.U)

-2 -1 0 1
Formal Charge of Au/Hg/TI1

Figure 2. The difference irEyageiungbetween the two structure types calculated at3paf.u., AEwmadelung =

Ewmadelung,ortha— Emadelung,cubic C@lculated at different formal charges on Auksy/Pb, TI1/TI2.

To calculateEyagenng Na is simplistically treated as Naso that the (AuBi) substructure becomes
(AuBi)*. Since one cannot precisely divide the two negdirmal charges between Au and Bi, we
calculated a range of formal charges from ‘4Ai") through (AGBi") and (AUBi%) to (AU'BI™).
The difference in Madelung energi@&yageiung = Emadelung,ortho— Emadelung.cubic Calculated all at 106.35
A%t.u. is plotted against the formal charge on AlFigure 2. The differences calculated at 103.22
A%f.u. are close and included in Supporting Inforiovat Apparently, the favoritism of ionicity
toward the two structure types depends on howwleentegative formal charges are assigned to Au
and Bi. Between AUBI™* and AJBi™®, AEmadeung iS Negative and, beyond this range, positive.
Considering their absolute eIectronegativiﬁ%Au at 5.77 eV and Bi at 4.69 eV, we can estimiad t

Au should have more negative formal charges tharoBthe formal charge of Au should be more
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negative than —1 (to the left of the (i) dotted line in Figure 2), which leads to positiMByadeiung

values according to Figure 2. So, ionicity favitrs cubic structure for NAuB..

The sameAEyageung CUrves were also plotted for “plégPb” and NarllTl (Figure 2). The absolute
electronegativities of Hg and Pb, respectively,a8d eV and 3.9 e¥. So, the formal charge on Hg
is expected to be more negative than on Pb (so, laefs of the dotted line in Figure 2). Thus
AEnadeing IS €xpected to be positive in “blégPb” as well; however, it is smaller (less posjithan
in NaAuBi. Thus, for the hypothetical composition “NPb”, ionicity also favors the cubic
structure. As for NAITI, it is Tl vs Tl so it is reasonable to assigiiTI". AEyadeng IS Negative

according to Figure 2, so the orthorhombic strectarfavored by ionicity.

The discussions above show that, by evaluating onétallicity and ionicity, we cannot yet
successfully rationalize the relative stabilityvee¢n the zigzag ribbons and the diamond network in
NaAuBi, “Na,HgPb”, and NallTl. At the same volume per f.u., metallicity alygaprefers the
diamond network. lonicity even contradicts with tbbserved structures - it prefers the cubic
structure in NgAuBi which adopts the orthorhombic structure, anefgrs the orthorhombic structure

in NaTITI, which adopts the cubic structure.

To compare covalency between the two structurestypige differences in ICOHPAICOHP =
ICOHPyho — ICOHRi) are also calculated at both 103.22 and 106.35.UA for NaAuBi,
“Na;HgPb”, and NarlTl, and are listed in Table 5. It is evident tAd€COHP shows exactly the same
pattern withAEror in Table 4. NgAuBi has negativeAlCOHP at both volumes; “NBgPb” and
N&TITI both have positiveAlCOHP, which is smaller for “N&lgPb” than for NarlTl. Therefore,
although the zigzag ribbons do not follow the octde, its stability relative to the diamond networ
can still be rationalized with the Zintl-Klemm camt — it is the covalent interactions between the
electronegative atoms that determine the struckme.NaAuBi, the covalent interactions between
Au/Bi atoms provide more stabilization by constimgtthe zigzag ribbon than the diamond network,
so it prefers the former. The cases are exacthosippin “NagHgPb” and NarlTI — the covalent
interactions between Hg/Pb atoms and between RHidms stabilize the cubic structure more than

the orthorhombic structure, rendering the diamoetsivark more favorable.

To figure out why the Au/Bi combination favors thigzag ribbon but the isoelectronic Hg/Pb and
TI1/TI2 combinations favor the diamond network, wiidied the DOS and —COHP curves of
NaAuBi, “Na,HgPb”, and NallTIl. The curves calculated at 106.35/fu. are shown in Figure 3
and those calculated at 103.2%fAi. are quite similar and included in Supportinfprmation.
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For all three compositions in both structures, riregority of states below the Fermi levels are from
Au/Bi, Hg/Pb, and Tl valence orbitals. Na also kagificant contributions, which implies that Na
atoms do not donate all theis 8lectrons to the electronegative counterparts. évew there is also

an overestimation. For instance, in orthorhombicAu8i, the integrated DOS of Na at the Fermi
level is 1.065 eper atom, making a formal N&°° anion. This is because LMTO evenly divides the
“overlap population” when it calculates partial DO&hd this results in overestimation for

electropositive atoms and underestimation of edeetgative atom¥’

Table 5. Difference in ICOHP values between the orthorhamand the cubic structureAICOHP =
ICOHPtho — ICOHR, ;o) calculated with LMTO. The\lCOHP values with subscrigp are calculated with the
5d orbitals of Au, Hg, and TI1 excluded from basit se

Comp AICOHP (eV/f.u. 73.52 Fifu. 103.22 F/f.u. 106.35 Fif.u.

Ui aupi MCOHPus 1.1132 _ ~0.9022
2 AICOHFAugi 2.913: 0.240:
NaAup MCOHPAs 0.4466 01469  —0.3324
&AUBL AICOHP B 1.8806 0.9720 0.7972
AICOHF gt 1.205: 1.043
N&HIPD | oHB, rbe B 1.4939 1.3511
AICOHF, 1.811L 1577¢

N&TIT \icorprg, B 1.8775 1.6398

The Fermi levels coincide with local minima or pdegaps in all DOS curves and also the bonding-
antibonding crossovers in the —COHP curves of AuHBI-Pb, and TI1-TI2. Thus, although the
zigzag ribbon does not satisfy the octet rule pigsiprovide optimized covalent interactions juet li
the diamond network. It is also evident that thetgand TI1-TI2 interactions are weaker in the
orthorhombic than in the cubic structure, but theB\ interactions are comparable in both structures

From the DOS curves, the most significant diffeeebetween NAuUBI, “Na,HgPb”, and NarlTl is

the relative positions of thed56s, and § states of Au/Bi, Hg/Pb, and TI1/TI2. To accentuthtis
feature, the population weighted band centers lzoens in Figure 4. In the TI1/TI2 combination, the
5d states of TI1 and TI2 coincide and are localizemiad 12 eV below the Fermi level in the DOS
curves. The —COHP curves demonstrate that thesalized % states make no significant
contributions to TI-TI covalent interactions. Thand center of the Hgd5states is just above that of
Pb & states. The DOS curves reveal that lgttes are also localized around —7.4 eV in thxéccu
structure and —7.2 eV in the orthorhombic structui¢hout perceivable contributions to those states
right below the Fermi level (-6 to 0 eV). The —COFHEIRves also show that Hgl States have no

significant contributions in Hg-Pb covalent inteians. In Au/Bi, the band center of Au States is
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very close to the Bifpstates, and only 3.5 eV below the Fermi level. DS curves tell that, in
both structures, Audbstates are among the states right below the Hewal. And, the Au-Bi —
COHP curves show these states to be bonding, ailthoin the cubic structure, there is an
antibonding “spike” at —3 eV. Therefore, the diffiece between the isoelectronic Au/Bi, Hg/Pb, and
TIL/TI2 combinations is that in Hg/Pb and TI1/TEY states are localized and do not significantly
contribute to Hg-Pb and TI-Tl covalent interactidng, in Au/Bi, Au 5l states are actively involved

in Au-Bi covalent interactions.

To evaluate the effect of thal States of Au, Hg, and TI1, we excluded them frbm basis sets and
re-calculated ICOHP values. These results arallist@able 5 aalCOHPy,. By excluding thesedb
states, alAICOHP values increase, i.e., the orthorhombic strecbecomes less favored. The largest
increase occurs in NauBi and it is decisive — the sign aAlCOHP changes from negative (favoring
the orthorhombic structure) to positive (favoritg tcubic structure). Therefore, the reason why the
zigzag ribbon is only favored by Au/Bi is that Auw States stabilize it. Without the effective
involvement of §l states in covalent interactions, as in Hg/Pb addT2, the diamond network is
preferred. This also explains why the zigzag ribbefies the octet rule but still provides optimized

covalent interactions — the octet rule applies wiedance states consist of oslgndp states.

To study how Au 8 states contribute to Au-Bi covalent interactions, calculated the band structure
of orthorhombic NaAuBi at 106.35 A/f.u. and examined the eigenvectors of the band=zrain
high symmetryk-points (Figure 5). The most significant interantibetween Au & states and Bi
orbitals is that between Auwp_y, and Bi §,. We located three bands at ¢2r/a, 0, 0),/° (0, O, 0),
andS (n/a, —/b, 0) points, whera andb are lattice parameters. They are indicated witbves and
sketched, along valence electron density maps leddch with VASP, in Figure 5 and their
eigenvectors are included in Supporting Informatidhe dominant contributors of these bands
exhibit bonding overlap between Aw,b,, and Bi @, orbitals, such that the corresponding Au-Au

interaction ha$* character along the ribbon.
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Figure 3. DOS and —COHP curves of MaiBi, Na,HgPb, and N&TITl in both cubic and orthorhombic structures cddted with LMTO at 106.35 ¥.u..

www.manaraa.com

.9



68

Band Centers

Cubic Orthorhombic
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Au Hg T1 Au  Hg Ti
Bi Pb T2 Bi Pb T2

Energy (eV)

-30

—e— 6s of Au, Hg, and Tl
—s=— 6p of Au, Hg, and Tl
—— 5d of Au, Hg, and Tl
—e— 65 of Bi, Pb, and Tl
—s=— 6p of Bi, Pb, and Tl
—— 5d of Bi, Pb, and TI

Figure 4. Population weighted band centers of thle6s, and § states of Au/Bi, Hg/Pb, and TI1/TI2.

In conclusion, at the two volumes we studied, 1P38d 106.35 Af.u., metallicity stabilizes the
cubic structure more than the orthorhombic strgctuonicity also favors the cubic structure in
NaAuBi. Covalent interactions between electronegatitems provide more stabilization in the
zigzag ribbon for Au/Bi but, for Hg/Pb and TI1/TIR,is the diamond network that provides more
stabilization through covalency. The reason is timaike Hg and Tl, Au 8 states are actively
involved in covalent interactions. So Au/Bi is &-@&6p system and Hg/Pb and TIL/TI2 are
essentially 6-6p systems. While the diamond network satisfies tbetorule and is, thus, a good
solution for ars-p system, the zigzag ribbon is a better solutioraftis-p system because it provides
effective bonding interactions betweg@andsp states, especially between Ad,.b,, and Bi ¢,. And
eventually, covalency prevails over metallicity aiodicity in NaAuBi, rendering it to adopt the
orthorhombic structure.

4.4.2 LbAuBi and Na,AuBi

The experimental volume of JAuBi, 73.52 BJf.u., is much smaller than that of MaiBi, 106.35
A%f.u.. Therefore, we studied J4uBi and NaAuBi in cubic and orthorhombic structures at both
volumes. The optimized orthorhombic structures selécted interatomic distances are also listed in
Tables 2 and 3. Compared to orthorhombigAN®Bi, orthorhombic LiAuBi has smallera values at
both volumes. Since tha parameter determines the space between two neigbgbtsheets”
containing the Au/Bi zigzag ribbons, where the klkzetal atoms reside, it is closely related to the
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size of the alkali metal atoms. That Li is smatlean Na effects a smallarparameter for LAuUBI
than for NaAuBi. The dimension of the zigzag ribbons, however very close between
orthorhombic LjAuBi and NaAuBi at both volumes — the differences dn,.», andda,.g are all
smaller than 0.1 A. Moreover, the volume differemioes not significantly affect the dimension of
the zigzag ribbons, either. Through compressiomfi®6.35 to 73.52 #.u., da,.si shrinks by only
0.055 and 0.069 A in orthorhombic ,AuBi and NaAuBi. The shortening irda,.a. has larger
magnitude, 0.129 and 0.312 A, respectively. By i@stf the same volume difference results in a
sharp decrease in the dimension of the diamondanktwd.,. drops by 1.377 A from 106.35 to
73.52 Rif.u..

Energy (eV)

Figure 5. Band structure of orthorhombic MeuBi at 106.35 A/f.u. calculated with VASP and the sketches
and valence electron density maps of the threesbdathonstrating the interactions between 4y.5, and Bi

6p,.

The AE terms calculated witVASP are included in Table 4. Agai\Eror matches experimental

observations — it is negative for MaBi (orthorhombic is favored) and positive forLAUBI (cubic is
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favored) at their experimental volumesEror also reveals that the structural difference betwee
Li,AuBi and NaAuBi is caused by a volume effect. At 73.53/fA1., both LbAuBi and NaAuBi
favor the cubic structure; at 106.3%#u., they both prefer the orthorhombic structure.

The AICOHP values (Table 5) once again have the sames sigth AEror, indicating that the
structural preference can be rationalized throlghdovalent interactions between Au/Bi atoms. At
106.35 A/f.u., AICOHP values are negative for bothAiBi and NaAuBi, so the zigzag ribbons
provide more stabilization through covalency. Tlieadion is reversede at 73.52%fu. — the
diamond network offers more effective covalent riatéions between Au/Bi atoms. This is in
accordance with the interatomic distances. As roaetl above, from 106.35 to 73.53/fAu., the
distances between Au/Bi atoms do not change sigmifly in the zigzag ribbons, but shrink
drastically in the diamond network. So, the laiteexpected to experience larger enhancement in
covalent interactions upon compression from 10603%3.52 KB/f.u.. This is, indeed, the case. For
instance, in orthorhombic MNauBi, the compression leads to an ICOHP change frdtb2 to —5.62
eV/f.u. — the difference is —1.11 eV/f.u.. Thidéss than in cubic NAuBi, whose ICOHP changes
from —4.19 to -6.08 eV/f.u., i.e., by —1.89 eV/f.80, as the volume gets smaller, the diamond
network becomes increasingly advantageous in coggle

Although the 3-D diamond network and the 1-D zigzdspon are both options for optimized
covalent interactions, they offer advantages asddiiantages over each other at different volumes.
For the diamond network, symmetry strictly requiteat da,5 equals to (374)a, wherea is the
lattice parameter of its cubic unit cell, so itgsoportional toV**. da,.si and dag.au in the zigzag
ribbon do not heavily rely on volume. A change olume can be absorbed mainly by the separation
between the “sheets” containing the zigzag ribb{attice parameterl) and/or the separation
between zigzag ribbons within one “sheet” (lattmarameterb), while the interatomic distances
within the zigzag ribbons do not vary significantds a result, at large volume, the zigzag ribbons
provide more effective covalent interactions. Om tbther hand, to assure effective covalent
interactions in the diamond network, the volumencaiibecome too large.

It is not unigue to the AuBi systems that a volume increase causes a 3toreto break down
into a lower dimensional structural motif to retaiffiective covalent interactions. Rather, this efie
frequently observed in many Zintl phases. For imsta NaTl has the diamond Tl netwdbut KT,

with a larger volumé? breaks down to separated; Bictahedral clusters. Furthermore, EiSind
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LiGe both feature a 3-D network with every Si/Ge atanrected to three other Si/Ge atoms; but

in NaSi and NaG#&’, Si/Ge atoms form isolated 85, tetrahedral clusters.
4.4.3E(V) Curves

In all discussions above, the cubic and the orthmibic structures were always compared at equal
volumes per f.u.. By doing this, we have succebsfdentified two factors that affect the relative
stability of the zigzag ribbons against the diamaetiwork: (i) the participation of Audbstates in
covalent interactions and (ii) the retention ofeffve covalent interactions by the zigzag ribbahs
higher volume. However, in reality, iso-compositibstructures do not form at the same volume. For
instance, KTI adopts the structure with the dd¢tahedron motif at ambient conditions but changes
to the double diamond structure at smaller voluctgexved by high pressuréTherefore, for each
composition discussed above, it is necessary to theatotal energy over a volume range for both the
cubic and the orthorhombic structures and competat their equilibrium volumes.

The E(V) curves calculated witWASP are shown in Figure 6 and thg, values obtained from a
Murnaghan fitting are listed in Table 6, togethke tdifferences in energies and ICOHP values
between the orthorhombic and the cubic structutdbeir Ve, The global minimum, which is the
lower minimum of the twd=(V) curves of each composition and, thus, predictsdtinucture this
composition eventually adopts, occurs for the attbmbic structure in NAuBi and for the cubic
structure in all others, which is in accordancehvékperiments. But th¥,, values of these global
minima, which predict the volumes of these compasumde all higher than the experimental volumes,
especially NarllTl, whose predicted 112.63°Au. is more than 9% larger than its experimental
103.22 A/f.u.. This overestimation of volume is caused g PBE pseudopotenti&lave adopted

for VASP calculations and has been observed in other =pdft

For each compositiori/e{0rtho) >Veqcubic). Also, the cubic structure always offersvér total
energy at smaller volume and the orthorhombic abaaffords lower total energy at larger volume,
revealing, once again, that a volume increasessfaf¢oritism from the diamond network to the
zigzag ribbon structural motif. The energy termhkibit patterns similar to those in Tables 4 and 5.
AEgs is always positive, so metallicity favors the aubfructure AEgiectroniciS always negative, so the
localization of valence electrons stabilizes ththanhombic structure.AICOHP always bears the
same sign withAEror, SO the covalent interactions between the eleegative atoms determine the
relative stability between these two structureshe Eintl-Klemm rationalization is valid here.

Therefore, these comparisons madeVat agree with those made at equal volumes in previous
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discussions. Th&(V) curves also reveal that a pressure induced phassition can be expected in

NaAuBi: at pressures exceeding ca. 3.285 GPaADRBI is predicted to transform from the

orthorhombic into the cubic structure.

necessary to test this prediction.
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Figure 6. E(V) curves of LjAuBi, NaAuBi, Na,HgPb, and NAITI in both the cubic and the orthorhombic

structures calculated witASP.

Table 6.Equilibrium volumes, differences in energy termd &COHP between the orthorhombic and the cubic

structures at their equilibrium volumes.

Veq(orth 0) Veq(cu bIC) AEES AEelectronic AETOT AICOH |:)Au/Bi
(A¥f.u.) (A3f.u) (eVif.u) (eVii.u.) (eVif.u.) (eVif.u)
Li,AuBi 86.41 79.22 80.0454 -79.98152 0.0639 2.0079
Na,AuBi 109.82 94.92 187.8556 -188.1054 -0.2498 -06430
Na,HgPk 118.5( 105.5: 140.845! -140.825! 0.020:¢ 0.385:
NaTITI 123.39 112.63 82.2605 -82.1438 0.1167 0.8109
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4.5 Conclusions

The zigzag ribbon motif in the orthorhombic struetadopted by NAuBi and the diamond network
in the cubic structure adopted by,AuBi and NaTITI are both options for optimized covalent
interactions between Au/Bi atoms or Tl atoms. Télative stability between these two structures is
determined by which structural motif provides meffective covalent interactions. We identified two
important factors that can tune the relative sitgbiThe first one is the involvement ofl States in
covalent interactions, which stabilizes the zigridpon. The second factor is volume. Due to the
symmetry restriction, the diamond network canndordf effective covalent interactions at high

volume and yields to the 1-D zigzag ribbon.

By studying AAuBi and comparing the two competing structural ifsptwe gained some
supplemental conclusions about the Zintl-Klemm emic Firstly, Zintl phases may consist of
elements from not only theandp blocks, but also thd block in the periodic table, so the structures
can be much more complex than what we could exXpect those well established electron counting
rules, e.g., octet and Wade's rufe® Secondly, the volume effect is important. Largeations,”
which lead to larger volumes, tend to break dowthrae-dimensional “anionic” network into a
lower-dimensional structural motif, which also pides optimized covalent interactions.
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Figure 1. DOS and —COHP curves of MaiBi, NaHgPb, and NAITI in
structures calculated with LMTO at 103.29/u..
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Table S1(b).The eigenvectors of tté,.,, —p, band at” (0, 0, 0) point.
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Table S1(c).The eigenvectors of tt,.,, —p, band atS (n/a, —n/b, 0) point.
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Chapter 5

EuAg,Al 11« with the BaCd,;-Type Structure: Phase Width, Coloring, and
Electronic Structure

Modified from a paper published ©hemistry of Materials

Fei Wang, Karen Nordell Pearson, and Gordon JeMiill
5.1 Abstract

The EuAgAl;1 (loading compositionx = ca. 3-8) ternary system was experimentally and
theoretically investigated. According to powder &§rdiffraction, phases adopting the Batype
structure (space grodg,/amd, Z = 4) were obtained for a narrow composition ramnge x = ca. 5-6.
Single crystal X-ray crystallography showed thatakgl Al atoms shardb, 8d, and32i sites and that

4b site distinctly prefers Ag to Al. Eu is divalent these phases, which was supported by both
magnetometry and unit cell dimensional analysisn@arison with other isostructurgE(rare earth)-

Ag-Al compounds showed that the Bagtypestructure is stable specifically at the valenceteba

concentrationsvec) of ca. 2.1-2.3 e per atom. A Mulliken population analysis was parfed with

Extended Hiickel calculations, the result of whighlained the observed site preferences of the Ag
and Al atoms. TB-LMTO-ASA calculations were used study the relative energies of various

models established according to crystallography #m& coloring problem was included by

maximizing the number of Ag-Al contacts. The caddat density of states (DOS) and crystal orbital
Hamiltonian population (COHP) curves explain thabgity of the BaCgi-type structure at

specificallyvec = ca. 2.1-2.3 éper atom irRE-Ag-Al ternary compounds.
5.2 Introduction

Polar intermetallic compounds are an emerging gaduporganic solids attracting attention for their
chemical and physical characteristics. They arnepased of electropositive metasg; alkali metals,
alkaline earth metals, and rare earth metals) eudrenegative metals.€. metals around the Zintl
border):? representing an intermediate compound class batelassical intermetallic phases, such
as Hume-Rothery and Laves phases on the one*ramtiyalence compoundsg. Zintl phases,on

the other. Polar intermetallics often form compétbuctures, such as Nagn BaCd;-, or BaHg:-
types, which can be significantly different fromole of the component metals. Their chemical
bonding characteristics also represent a compléarglay among metallic, covalent, and ionic
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bonding. Such features of polar intermetallics ledadmany extraordinary properties, such as
enhanced magnetocaloric efféctand superconductivity. From the chemical perspective, polar
intermetallics provide a structural and electrdnéanework for two electronegative elements, which,
by themselves, show no binary phases in their ibguin phase diagrams, to combine,egg, Sn
and Ge or In and Gk? To exploit these properties and design new potermetallic materials, it is
essential to understand the composition-structtmpasty relationship in these compounds. The
valence electron counting rules, such as thoseteddpr Hume-Rothery phadeand the octet rule
for Zintl phases, are insufficiently effective for these intermeeiatases. Therefore, new rules need
to be established through further systematic ingatbns into polar intermetallics.

The RE(rare earth)-Ag-Al systems have been extensivelgstigated due, in part, to their structural
richness® Among these kaleidoscopic complex structures pbthiat various compositions, site
sharing between Ag and Al atoms and specific siééepences are commonly observed. Therefore, a
thorough investigation int&®E-Ag-Al ternary systems will largely enrich our umgianding of the
composition-structure-property relationship in patgtermetallics. However, although synthetic and
crystallographic studies have been the major fotuss far for these systems, theoretical
investigations have rarely been done. Many questiemain, for example, on the factors influencing
the arrangements and distributions of Ag and Ahetdn these intermetallics. Furthermore, we
believe that a synergistic effort between experinagi theory will be critical to elucidate the bilea
relationships needed to successfully target anaimbiesired intermetallic systems.

This work involves a part of our efforts devotedite EuAgAIl 1, ternary system. Specifically, we
will focus on phases adopting the BaGype structure. This structure has been repomednany
binary phases, such as SigdCezZn,,'" and SrZm,'* showing valence electron concentratioec)
slightly greater than 2.00 eer atom. The stability of this structure for cfie pairs of elements
relies significantly on atomic size. landelli andléhzona showed that, fRE-Zn binary systems, the
BaCd -type structure occurs whdRE = La, Ce, Pr, Nd, Eu, and Yb, but cannot be oktiwith
smaller (late)RE atoms:®> Eu and Yb are exceptions because they are divatahtheir sizes are
comparable with the early trivaleRE atoms. Meanwhile, the number of valence electadss plays
an important role. Huckel-type calculations revdathat the BaCgd-type structure is the most
stabilized at thevec value of 2.1 eper atom* In EuAgAl,.,, by varying the composition, we can

tune the number of valence electrons. So the tlieareonclusion can be experimentally tested here.
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In this work, both experimental and theoreticalestigations were carried out for the BaGtype
EuAgAl 1 ternary phases to answer the following questiihsit what compositions (and valence
electron concentrations) can this phase be obta{iigtiow are Ag and Al atoms distributed among
the various sites in the crystal structure; ani (hat are the electronic structures and bonding

characteristics in these phases and what canibeatized from them.
5.3 Experimental

Syntheses. EUAgAIl 1« specimens were synthesized from the pure metals:(rBds, Ames
Laboratory, 99.99%), Ag (slugs, Alfa Aesar, 99.99%0d Al (foil, Tenneco). Both our previous
study® and Denysyuk’s repdff showed that a single phase with the Ba@ype structure can be
obtained at the composition around EwAlg. To investigate the homogeneity width for these
BaCd -type phases, the metals were mixed with a sefiesi@g:Al molar ratios varying from 1:3:8
to 1:8:3. This composition range, shown later bystailographic results, is sufficiently large toveo

the homogeneity widthCa. 0.5 g of each mixture was arc-melted under a fpghty argon
atmosphere. To ensure thorough reaction, every lsawss turned over and re-melted 5 times. The
weight loss during melting is betweea 0.3 and 1.0 wt%. The products are all stable tds/aapid
decomposition in air and water, but react with 4%witric acid. After reaction, every product was
broken into halves: one-half was submitted direttlycharacterization; the other half was sealed
under argon in a tantalum tube, which was theredeal a silica jacket under vacuum and annealed at
500°C for 40 days in a tube furnace before subsgqumaracterization.

X-Ray Crystallography. Powder X-ray diffraction (XRD) was used to ideptthe phases in each
sample. It was carried out on a Huber Imaging R&iaier Camera G670 using monochromatized
Cu Ka; radiation 4 = 1.54059 A). The exposure time was 1 hour andstap size was 0.005°. Full
pattern decomposition was performed with the Lel Bethniqué® using the softward HPM-
Rietica."’

For single crystal XRD, small crystals were selddt®m crushed samples and glued on the tips of
capillaries with epoxy. Diffraction was carried catt room temperature on a BrukeMART Apex
CCD diffractometer equipped with MEa radiation £ = 0.71073 A). The data collection was
controlled with theSVIART program'® Three sets of frames were collected at 0°, 120°, and 240°.
For every setp was scanned from 332.0° to 150.5° with the step af 0.3°. The exposure time for
every frame was 10 s. Data integrations, cell esfiants, and absorption corrections were done with
the SAINT+"® and SADABS program<? Using theSHELXTL packagé! the crystal structures were
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then solved using direct methods and refined blymiaitrix least-squares off. More details about

the refinement are listed in Table 2.

Magnetometry. A small piece (5.1 mg) was taken from the produith the loading compaosition
EuAgAle, Which is characterized as a BaEtype “single phase” according to powder XRD. The
temperature dependency of its magnetic susceptibilas measured on a Quantum Design MPMS
XL Superconducting Quantum Interference Device (8QQUnagnetometer. The magnetic field was
fixed at 1 kOe and the temperature was scanned3r&no 300 K.

Electronic Structure Calculations. To rationalize site preferences for Ag and Al aspia Mulliken
population analysis was carried out using Exteridédkel calculation? The basis set consisted of
single{ Slater orbitals for Al 8 (Hzsss = -11.84 eV (5 = 1.51) and B (Hzp-3p = —5.99 eV (5, = 1.17),
Ag 55 (Hssss = —7.58 eV, (s = 1.82) and B (Hspsp = —3.97 eV, s, = 1.27), and Eus(Heses = —5.67
eV, (s = 1.58)7 Integrated populations were obtained by usingeisp points set of 6&-points in
the irreducible wedge of the tetragonal Brillouome. Ag 4l and Eu # orbitals were treated as core
orbitals and not included in the basis sets. Theeatments were justified later by further
experimental and theoretical investigations: (ipsaguent first principles, electronic structure
calculations show that the Agldands are filled and locatee. 5 eV below the Fermi level; and (i)
both unit cell dimensional analysis and magnetoynedicates that Eu behaves divalent with a half-
filled, localized set of #lorbitals. More details are given in the sectionMulliken Populations and

Site Preferences.

First principles electronic structure calculatiomere performed with the Stuttgart Tight-Binding,
Linear-Muffin-Tin Orbital program using the Atomi8phere Approximation (TB-LMTO-ASAJ!
The calculation models were established accordirige single crystal XRD results listed in Tables 2
and 3. Further details of the models are giverhm dection of Calculation Models and Coloring
Problem. The von Barth-Hedin local density appraior?® was employed for the treatment of
exchange and correlation energy. The basis saidadlthe § 6p (downfolded®), and 5 states of
Eu; the 5, 5p, and 4l states of Ag; and thes33p, and 3 (downfolded) states of Al. Again, the half-
filled 4f states of Eu were treated as core states. TheaBgitz radii of the atomic spheres were
2.32 A for Eu and 1.53 A for both Ag and Al, whifited the unit cell with a 7.76 % overlap without
introducing any empty spheres. 360 (6x6xk@oints in the irreducible wedge of the tetragonal
Brillouin zone were used for integration. The dgnsf states (DOS) and various crystal orbital

Hamiltonian populations (COHP)were calculated and plotted.
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5.4 Results and Discussions

X-ray Crystallography. By scanning the loaded composition in Eyflg:-« from “EuAgAlg” to
“EuAgsAls,” we obtained seven phases, which are listed bieTa. The powder XRD patterns of the
as-cast and annealed samples for “Es#\gf and “EuAgAls” are shown in Figure 1 (XRD patterns
for samples having = 3, 4, 7, and 8 are presented in the Supportifgrrhation). This range in
composition for EuAgAli« indicated competition between two different, isoapositional
structures,i.e.,, the BaHg- vs. BaCd -types, and the TNii~ vs. ThoZn,~types. These structure
types occur frequently among the polar intermetalbmpounds involving rare earth, late transition
metals, and elements from group 13 or 14. Furthegestigations into these competitive structures
will deepen our understanding into the composistmcture relationship of polar intermetallic

compounds, which will be the topic of a subseqpaier.

Table 1.The phases formed in the arc melted samples.

Loading Eu(Ag,Al);, Eu(Ag,Al);, Ew(Ag,Al) 7 Ew(Ag,Al) .7 Eu(Ag,Al), (Ag,Al),
Composition (BaCd,) (BaHg 1) (ThyNig7) (ThyZny7) (BaAly) (fce)
EuAgAlg + + + + +
EuAgAl, + + + +
EuAgAls +

EuAgAls +

EuAgAl 4 + + +
EuAgAl 3 + + +

The BaCdi-type phases occurred over the entire range ©f3-8 in EuAgAIl 1, but the “single
phase” was only obtained with the arc-melted Ei#gand EuAgAIls specimens, in which no other
phases were detected by powder XRD (Figure 1). &Hsmgle phases” remained stable during
annealing: for EuAgAle, only one small additional peak (at 2 34.3°, from a BaHg-type structure)
appears after annealing (shown with the black arrowigure 1); and for EuAgls, there is no
perceptible change in the powder XRD pattern. Ténigals that the phase width of tBBaCd -type

structure in EUAGAIl 11 iS very narrow, approximately EuAl s-EUAGAIs.

Crystals were selected from both as-cast and aghgmrtions of these two “single phase” samples
for single crystal XRD. The results of refinemerg acluded in both Table 2 (the Eufds sample)
and Table S1 (the EuAdls sample, Supporting Information), from which we cae that the refined
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compositions are all close to the loading compmsiti The atomic coordinates and isotropic thermal
parameters of EuAG7sAlsesq) are listed in Table 3. Selected interatomic distanare tabulated in
Table 4. Just like in the Ag-Al binary phases attteoRE(rare earth)-Ag-Al ternarie’,site sharing
occurs between Ag and Al atoms, which may be aitteith to the fact that Ag and Al have similar
atomic sizes and electronegativities. Among theeg¢hshared sites in the asymmetric unit of
EUAGs 074Al s 034y the occupancies of Ag and Al are close to eabkradn theBd and32i sites, but
differ significantly on thetb site, which evidently prefers Ag to Al. Theseivas sites for Ag and

Al atoms also show significant differences with pgst to interatomic distances: Ag/Al-Ag/Al
contacts involving thelb sites are longercé. 2.90-3.00 A), whereas those involving B or 32i
sites are significantly shorter (ranging fram 2.65-2.82 A). These observed distances compdie we
with the shortest interatomic distances charaadrin the binary Ag-Al close-packed alloys by X-

ray powder diffraction, distances which range frcan2.80-3.03 A22
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Figure 1. The powder patterns of the “single-phase” Ba@gbe samples: EuAgls and EuAgAls. The small

peak indicated with a black arrow in EufAdis (Annealed) is from the BaHgtype structure.
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Table 2. The crystallographic data and selected refinerparemeters of the crystals selected from Eéddg

samples (both as-cast and annealed).

As-cast

Annealed

Empirical formula
Space group

Lattice parameters

Volume
V4

0 range

Index ranges

Reflections collected
Independent reflections
Goodness-of-fit oifF?
Final R indicesI(> 25(1))
R indices (all data)

Largest diff. peak/hole

EuAgo7(af\ls 93(a)
14,/amd (No. 141)
a=11.0613(10) A
c= 7.1302(9) A
872.40(16) A
4
3.40°-28.22°
-14<h<14
-14<k<14
-9<k<9
3504
297 (R= 0.0406)
1.140
R1=0.0173; wR2 = 0.0350
R1 =0.0206; wR2 = 0.0356
0.745(0.918 gA®

EUAG; 9641\l 6.0a2)
14,/amd (No. 141)
a=11.0549(17) A
c= 7.1301(15) A
871.4(3) B
4
3.40°-28.23°
-14<h<14
-11<k<14
-6<k<9
2352
298 (R = 0.0720)
1.020
R1 = 0.0265; wR2 42D
R1.G396; wR2 = 0.0468
1.052+1.099 gA3

Table 3.The atomic coordinates and isotropic displacemardmeters of EuAGy /Al 5 a3(ay

Atom Wyck. X y z SOF Wy /A2

Eu 4a 1/2 1/4 5/8 1 0.010(1)
Ag/AIL  4b 1/2 1/4 1/8 0.873/0.127(6)  0.015(1)
Ag/A2  &d 12 12 0 0.458/0.542(4)  0.015(1)
Ag/AI3  32i 0.3802(1)  0.4558(1) 0.3260(1)  0.410/0.590(3)  0.0)4(

The BaCdy-type structure, which has been described by Hamsseet al** and Pearsdh is shown

in Figure 2. The Ag/Al28d) and Ag/AI3 @2i) sites form strands of edge-sharing tetrahedrars st
(Figure 2a), which are aligned along the crystaliphic c-axis and interconnected with each other
via the8d sites. The channels confined by these strand§illeck by Eu @a) and Ag/All @b) sites
(Figure 2b). The coordination environment of thedsiia, as shown in Figure 2¢, consists of 22 Ag/Al
atoms. Two Ag/All atoms are located just above lagldw Eu along the-axis. The remaining 20

atoms form three rings: one in the middle is ané8vibered ring composed of Ag/AI3 atoms, which
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is “sandwiched” by two 6-membered rings, each casedoof two Ag/Al2 atoms and four Ag/AI3
atoms. The coordination environment of the Ag/A)(site is also shown in Figure 2d. Ag/All lies

between the two 6-membered rings mentioned abdviehvare capped by Eu atoms alongdtais.

Table 4.The selected interatomic distances of Exg@Als g3y

Atom Pair Distances /A
Eu— Ag/AIL (x2) 3.5651(5)
Ag/AI2 (x4)  3.8466(3)
Ag/AI3 (x8)  3.3886(6)
(x8) 3.5305(6)

Ag/AIL —  Ag/AI2 (x4) 2.9054(2)
Ag/AI3 (x8) 2.9990(6)
Ag/AI2 —  Ag/AI3 (x4) 2.7199(6)
(x4) 2.7483(6)
Ag/AI3 —  Ag/AI3 (x1) 2.6495(11)

(x1) 2.6661(11)
(x2) 2.7938(6)
(x1) 2.8161(11)

Magnetometry. The temperature dependencies of the magnetic dilstibp(y) and the reciprocal
susceptibility (1f) of the EuAgAls sample are plotted in Figure 3. It shows that fhtiese is
paramagnetic from 5-300 K and follows a Curie-Wéighavior. Fitting the ¥/vs. T curve according
to the Van Vleck equation gave the effective momgpt 8.01us. This value is comparable with the
effective moments reported for EuPtin (84)*° and EuAgSn (7.97g)*". It is close to the theoretical

value of free EXf (7.94ug). So it can be concluded that Eu is divalent @sthphases.

Comparison with other REAQ,Al11«. Besides Eu, the BaGgtype structure was also reported for
La, Ce, and Pr system&The compositions, lattice parameters, and unit welumes of these
isostructural phases are compared in Table 5. Titecall volume decreases as tRE atom varies
from La to Ce to Pr, in accordance with the dednggsizes of thdRE atoms, but abruptly increases
at Eu. This confirms that Eu is divalent in the Bla@ype phases and the othBE atoms are

trivalent.

A comparison of their compositions shows that the ghases have higher Al contents than the
trivalent La, Ce, and Pr counterparts. This contpm®l discrepancy, however, leads to a consistency
in the valence electron concentratimad], which is calculated with the total valence electcount
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divided by the number of electronegative metal atamg. for EUAgAIls, vec = 23/11~ 2.09 éper
atom (Ag 4l electrons are considered as core electrons, aoded for electron counting purposes).

Figure 2. The crystal structure of Bagetype EuAgAI ;. (a) Tetrahedron star strand; (b) Unit cell pragelc
along thec-axis; (¢) The coordination environment of Eu; {d)e coordination environment of the Ag/All site.
Eu(da): large gray; Ag/Al14b): small black; Ag/Al28d): small white; Ag/AI3B2i): small gray.

The calculatedrec values for the observed phases are also listédlite 5, all of which fall between
2.1 and 2.3 ‘eper atom, which is in agreement with the previgusiported 2.1 electrons per atom
from Hickel calculatioi? and yet confirms that this narrovec range specifically stabilizes the
BaCd -type structure for thdRE-Ag-Al system. Similar toRE-Zn systems?® for RE-Ag-Al, the
atomic sizes of th&E atoms significantly affect the stability of the ®d;-structure, as it cannot be
obtained with smaller and latBE atoms except for Yb (again, due to its divaleriy).

oL fyl_llsl
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Figure 3. The temperature dependencies of the magnetic wtilsitiey and the reciprocal susceptibility of
BaCd;-type EUAgGAI ;1.

Table 5. The comparison in unit cell size avet between BaCd-type RE-Ag-Al ternaries.

Lattice Parameter

Composition A A VUnit cen /AZ vec Ref.
LaAgs oAl 1o 11.065(2) 7.123(2) 872.1(2) 2.17 10d
CeA; 72.6.5l5 254 65 11.0466(3) 7.1101(5) 867.63(6) 211224  10ac
PrAG saAls10) 11.0262(2) 7.0979(2) 862.94(2) 2.20 10g
EUAG s00Plo0s) 11.0549(17)  7.1301(15)  871.4(3) 2.28 :
EUAGs 076l s 0530 11.0613(10)  7.1302(9) 872.4(2) 2.27 ;
EUAGs g0l s200) 11.0007(11)  7.1174(10)  875.5(2) 2.13 -
EUAGs 0265 4.05(5) 11.102(3) 7.125(2) 878.3(4) 2.09 -

@ The uncertainties of composition were not reported
® The lattice parameters correspond to the compaositi CeAg 43/Al 4.6(3)

Mulliken Population and Site PreferencesSite preferences for different elements in a cleami
structure can be rationalized through a Mullikenpydation analysis uporuniform reference
frames.*** Two uniform reference frames, i.e., EuAg;; and EuAl,, were established according to the
crystallographic results. All Ag/Al mixed sites veeassigned to Ag atoms in EuA@nd to Al in
EuAl;;. Mulliken populations were calculated at 24 vakeetectrons per formula unitec = 24/11~
2.2 € per atom) and tabulated in Table 6. These reshtisv that among théb, 8d, and32i sites in
the BaCdi-type structure, thdb site has the lowest Mulliken population in bathiform reference
frames. Therefore, it is energetically favorable to thé atom with higher-energy valence orbitals on

this 4b site, which can explain why tH# site prefers Ag atoms to Al atoms.
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Computational Models and The Coloring Problem.To build the computational models with
compositions close to EuAfil¢ and EuAgAls and to include the site sharing by Ag and Al atoms
among the crystallographic sites as obtained floarréfinements of single crystal XRD experiments,
symmetry reduction is required. For example, tddbai model with the composition Eusds, we
can reduce the tetragonal symmetry to triclini@fsgpgroudl) so that thetb, 8d, and32i sites can
be broken into 44 independetd sites, 24 of which can be assigned to Ag and ther@®0 to Al
The remaining challenge here is the “coloring peoh!™, i.e., there are multiple ways to assign the
mixed sites to Ag and Al atoms. Four randomly choseloring schemes, numbered as Models
and differentiated by their coordination environitseat Eu, are illustrated in Figures 4a-4d, all of
which give the same composition, EyAfs. To build computational models for chemical bordin

analysis via DOS and COHP curves, the appropridtaiog schemes must first be determined.

Table 6. The Mulliken populations calculated witimiform reference frames at 24 valence electrons per f.u.

EuAgi 1 EuAly;
4a Eu 0.573 Eu 0.073
4b Agl 2.104 All 2.083
8d Ag2 2.112 Al2 2.252
32i Ag3 2.138 Al3 2.168

The coloring schemes which give the lowest thecati determined total energies are the most
desirable models to compare against experimensalltsee To locate such coloring schemes, first
principles calculations were performed at first mpodels1-4 using TB-LMTO-ASA. These results
are sorted in the first part of Table 7 accordiogheir total energies. Tabulated together are the
numbers of heteroatomic (Ag-Al) contacts locatethim first coordination environments among these
models. It is evident that the more Ag-Al conneasipespecially shorter Ag-Al contacts, the lower
the total energy is. This finding is noteworthy dese, by contrast, when the molar ratio is aroufhd 1
Ag and Al atoms tend to segregate in the binartesysnto arhcp-type o-phase (22.85-41.93 atomic
percent Al) and afcc-phase ¢a. 75.0-100 atomic percent Al.
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Figure 4. The coordination environments of the Eu atomshim % calculation models. All models have the
same composition, Euldls. Models1-4 were randomly established. Modelvas established by maximizing

the number of Ag-Al contacts.

Table 7.The total energies and the number of Ag-Al corstactcalculation models.

Ag-Al Contacts per Unit Cell

Model  Eya/eV
<270A <280A <3.00A

1 6.923 0 64 104
2 5.899 16 64 88

3 4.879 16 72 104
4 2.909 32 64 104
5 0 32 96 128

According to the results of the randomly structukéotlels1-4, the coloring schemes with the lowest
total energy should be the ones with the maximattver of Ag-Al contacts. A straightforward way
to find them is to generate all coloring schemed emunt their Ag-Al contacts. This was realized
with the help of a short program, the details ofolhbare provided in the Supporting Information. By
fixing the composition at EuAgls, the maximal number of Ag-Al contacts was foundhwi one
specific coloring scheme, numbered as Mdgjéh which one-half of the Eu atoms are coordinated
shown in Figure 4e and the other half as Figuré'dé number of Ag-Al connections in Modglis
listed in the last row of Table 7, together witle ttalculated total energy, which is, as expectaget
than the total energies of the randomly chosen WNotlel. Therefore, Modeb, which has the

maximal number of Ag-Al contacts, is indeed endogdly favorable. Moreover, by comparing
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Figure 4 and Figure 2c, it can be seen that thginaii4b site in Model5 is assigned completely to
Ag (the site occupancy Ag:Al = 1:0), and the oraiB8d and 32i sites are both half-filled by Ag
atoms and Al atoms (Ag:Al = 0.5:0.5). This is verlpse to the experimentally observed site
occupancies listed in Table 3. All of these resudigeal that Modeb is a good simulation of the
experimental structure and, thus, an appropriatepotational model for further chemical bonding
analysis.

Density of States and Bonding CharacteristicdDOS and COHP curves were calculated for Model
5 and plotted in Figure 5. The overall shape of Q&S curve follows a parabola, which is the feature
of the free-electron DOS, superimposed with thgdgreak of Ag d bands ata. -8 to-3 eV as well

as a state-deficient regioine., a pseudogap, at. -1 to +2 eV. The Fermi levels corresponding to

vec values 2.1-2.3 goer atom fall into this pseudogap.

6 C—J Ag Eu-Ag ‘3}- —— Ag-Ag
Al Eu-Al [ o2 Ag-Al
4 m Eu g 2 feeee ARA
Tee
2 .
2.3 e /atom

2.1 e /atom

Energy /eV
ro

-4
-6
-8
-10 . . . . | . . .
0 20 40 -0.2 0.0 0.2 -0.2 0.0 0.2
DOS (per unit cell) -COHP (per bond)

Figure 5. The DOS and COHP curves calculated from MdileThe dashed parabolic line shows the DOS
curve of free electrons.

The COHP curves reveal that strong bonding intemastexist between Ag/Al-Ag/Al sites (integrated
COHP values atec = 2.1 é per atom are: Ag-Ag, 0.83; Ag-Al, 1.27; Al-Al, 2% but that the Eu-
Ag/Al orbital interactions are weakly bonding (igtated COHP values s€c = 2.1 € per atom are:
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Eu-Ag, 0.30; Eu-Al, 0.38). As shown in the far figif Figure 5, the Fermi levels for tivec = 2.1-
2.3 é per atom are located very near the bonding-andiimgncrossover for the Al-Al interactions,
just below the bonding-antibonding crossover foe thg-Al interactions and within the nearly
nonbonding region for the Ag-Ag COHP curve. Spgealfy, the upper limit of allowedec values,
ca. 2.3 € per atom, is set by the homoatomic Al-Al contac®o, the orbital interactions within the
Ag/Al network are essentially optimized for the BhCtype phases. Any deviation ivec will
destroy this bonding optimization and, thus, pasdigtdestabilize the structure. This explains why
the BaCdi-type structure is specifically stabilized RE-Ag-Al ternaries at therec of ca. 2.1-2.3 &
per atom.

5.5 Conclusions

EuAgAl.;« phases adopting the Bafstlype structure were experimentally and theordiical
investigated. Ag and Al atoms share the same wiittsn the structure, although not entirely in a
statistical manner. Thdb site prefers Ag to Al, which can be rationalizéntough a Mulliken
population analysis with Extended Huckel calculagioFirst principles calculations with TB-LMTO-
ASA approach revealed that Ag and Al tend to beritdisted to maximize the number of
heteroatomic contacts. A computational model tdyaeachemical bonding factors was established
accordingly. The computational results successfaiplained why this BaGdtype structure
EuAgA 11 is stable only atec = 2.1-2.3 eper atom. Further questions under investigatiafue

the competition between BaGdype and BaHg-type structures in Eu-Ag-Al ternary system.
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5.8 Supporting Information

Powder X-ray Diffraction Patterns of EUAQ,Al 11-«.
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Figure S1.The powder XRD patterns of Eug .-« SamplesX =3, 4, 7, 8).

The X-ray diffraction patterns for the Eugtd .-, series (3 x < 8) are shown in Figure S1. For
EuAg:Alg, annealing has a significant effect. The as-casipée is a mixture of 5 phases: BakHg
type, BaCdi-type, ThNii~type, BaAl-type, andfcc (an Ag-Al binary alloy). After annealing, only
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the BaHg;-type and BaAftype phases can be detected by powder XRD anfbther became the
dominating phase. Further study is focusing on Baslg;-type structure and the results will be
included in a subsequent report. The as-cast EAlAgample consists of Bakigtype, BaCdgi-type,
BaAl,type, andfcc phases. Annealing increased the abundance of &ty Btype phase. The
EuAgAl, sample is composed with Bafgdlype, ThZn,~type, andfcc phases. Annealing did not
perceptibly change the phases. The as-cast &lAgample gives an almost pul@,Zn;,-type
phase. Th8aCd,;-type phase shows its diffraction peaks after aimga

The Crystallographic Data of EUAgAIs samples

Table S1.The crystallographic data and selected refinerparameters of the crystals selected from Eédg

samples (both as-cast and annealed).

As-cas Anneale
Empirical formula EuAggozAl 5207 EuAGs 025Al 4.08(5
Space grou 14,/amd (No. 141 14,/amd (No. 141,
Lattice paramete a=11.0907(11) , a=11.102(3) /
c= 7.1174(10R c= 7.125(2A
Volume 875.47(17TRK° 878.3(4)A%
0 range 3.40-28.30 3.40-28.26'
z 4 4
-14<h<14 -14<h<14
Index ranges -14<k<14 -11<k<14
-9<k<9 -9<k<9
Reflections collecte 355¢ 3567
Independent reflections 306(R= 0.0469) 306 (R = 0.0814)
Data/restraints/parameters 306/0/21 306/0/21
Goodnes-of-fit on F? 1.237 1.05¢
Final R indicesl| > 25(1)) R1 =0.0275; wR2 = 0.04' R1 = 0.0295; wRi= 0.049(
R indices (all data) R1 =0.0305; wR2 = 0.0499 R16G423; wR2 = 0.0529
Largest diff. peak/hole 1.167+2.012 &/ A3 1.710+1.186 &/ A3

Maximizing the Number of Ag-Al Contacts in EUAGAIs.

The coloring scheme with the maximal number of AgeAntacts was found by generating all
possible schemes and counting their connectionghwias performed by a short program written in

the C language. The algorithm is as follows:

Instead of the body-centered complete unit &k @; 44 Ag/Al atoms), the primitive celZ (= 2; 22
Ag/Al atoms) was used for scheme generating andARgontacts counting to reduce the
computation time. The primitive cell vectors ara; i, andc are the basic vectors of the complete

unit cell)
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The 22 sites for Ag and Al in the primitive celledisted in Table S2. By reducing the symmetry to

triclinic (space groufl), the 22 sites are all symmetrically independent.

For the composition of EuAgls, 12 out of the 22 sites should be assigned tomgthe other 10 to

Al. The total number of possible coloring schenses i

|
22! =646
12%10!

,64¢

Table S2.The 22 Ag/Al sites in the primitive cell and theeduivalent coloring schemes found by maximizing

the number of Ag-Al contacts in Euf4js.

Wyck. in Fractional Coordinates in Complete ( Model5 Model6 Model7 Models
Complete Cell X y z
b 1/2 -1/4 -1/8 Ag Ag Ag Ag
-1/2 1/4 1/8 Ag Ag Ag Ag
0 0 1/2 Al Al Ag Ag
ad 1/4 1/4 1/4 Ag Al Ag Al
-1/4 1/4 1/4 Al Ag Al Ag
1/2 0 0 Ag Ag Al Al
0.1198 0.0442 0.1740 Al Ag Al Ag
0.1198 -0.0442 -0.1740  Ag Al Ag Al
-0.1198 0.0442 0.1740 Ag Al Ag Al
-0.1198 -0.0442 -0.1740 Al Ag Al Ag
0.2942 0.1302 -0.0760 Al Al Ag Ag
0.2942 -0.1302 0.0760 Al Al Ag Ag
-0.2942 0.1302 -0.0760 Al Al Ag Ag
i -0.2942 -0.1302 0.0760 Al Al Ag Ag
0.2058 0.1302 -0.424( Ag Ag Al Al
-0.2058 -0.1302 0.4240 Ag Ag Al Al
0.3802 -0.0442 -0.3260 Ag Al Ag Al
-0.3802 0.0442 0.3260 Ag Al Ag Al
0.2942 -0.3698 0.0760 Ag Ag Al Al
-0.2942 0.3698 -0.0760  Ag Ag Al Al
-0.1198 0.5442 -0.1740 Al Ag Al Ag
0.1198 -0.5442 0.1740 Al Ag Al Ag

All of these coloring schemes were generated amid Ay-Al contacts were counted. To count them,

each of the 22 atoms in the primitive cell wase@sigainst all the atoms in the same cell as well a

www.manaraa.com



97

the 26 neighboring cells (6 face-sharing, 12 edgaisg, and 8 vertex-sharing). A Ag-Al contact was
counted as 1 if it was within the same cell, andasif it was between two neighboring cells.

Through this the number of Ag-Al connections pemjiive cell was obtained.

The maximal number of Ag-Al contacts was found icaloring schemes (Models8, Table S2).
They give the same coordination environment of &ma (Figure 4e and 4f) and are thus structurally
equivalent. So only one of them (Mod#glwas taken for the first principal calculation.

The C Codes to maximize Ag-Al contacts for the BaGgrtype EUAQ6AI 5
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
/*This file will find the coloring scheme with the maximum Ag-Al contacts for BaCd11-type EuAg6AI5.*/
main()
{ float commfactor1=11.0613; /*lattice parameter a and b in Angstroms*/

float commfactor2=7.1302; /*Iattice parameter c in Angstroms*/

float AXIS[3][3]=(};

float FRACTCOORD[22][3]={};

float CARTCOORD[22][3]={};

float FRACTVECT[27]([3]={{0,0,0},{1,0,0},{-1,0,0},{0,1,0},{0,-1,0},{0,0,1},{0,0,-1},{1,1,0},{1,-1,0},{-1,1,0},{-1,-
1,0},{0,1,1},{0,-1,1},{0,1,-1},{0,-1,-1},{1,0,1},{1,0,-1},{-1,0,1},{-1,0,-1},{1,1,1},{1,1,-1},{1,-1,1},{-1,1,1},{1,-1,-1}.{-
1,1,-1},{-1,-1,1},{-1,-1,-1}}; /*vectors pointing to the central primitive cell and all 26 neighboring cells: 6 face-
sharing, 8 vertex-sharing, and 12 edge sharing*/

float CARTVECT[27][3]={};

long m1,m2,m3,m4,p,n;

inti,j,k,counter;

int CONFIG[22]={};

float distance;

float NEIGHBORS[27][3]={};

float bondnumber1=0;

float bondnumber2=0;

float bondnumber3=0;

FILE *writeout,*readin;
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float MAX[50][25]=(};
double numberdone=0.0;
double completepercentage=0.0;
/*The three basic vectors of a primitive cell in the body-centered tetragonal lattice: (-0.5,0.5,0.5);(0.5,-
0.5,0.5);(0.5,0.5,-0.5). Here they are converted from fractional into cartesian.*/
AXIS[0][0]=-0.5*commfactorl; AXIS[0][1]=0.5*commfactorl; AXIS[0][2]=0.5*commfactor2;
AXIS[1][0]=0.5*commfactorl; AXIS[1][1]=-0.5*commfactorl; AXIS[1][2]=0.5*commfactor2;
AXIS[2][0]=0.5*commfactorl; AXIS[2][1]=0.5*commfactorl; AXIS[2][2]=-0.5*commfactor2;
/*Read the fractional coordinates. The input file "BaCd11_Reduced.txt" contains the fractional coordinates of
all 22 atoms in the primitive cell.*/
readin=fopen("allsites.txt","r");
for (i=0;i<22;i++)
{for (j=0;j<3;j++)
{ fscanf(readin,"%f\t",&FRACTCOORDIil[j]);}
fscanf(readin,"\n");
}
fclose(readin);
/*Converting fractional coordinates into cartesian coordinates.*/
for (i=0;i<22;i++)

{ CARTCOORDIi][0]=FRACTCOORD[i][0]*commfactorl;
CARTCOORDi][1]=FRACTCOORD([i][1]*commfactorl;
CARTCOORDi][2]=FRACTCOORD(i][2]*commfactor2;

}

/*Converting the lattice vectors pointing the central and all 26 neighboring cells from fractional into cartesian
vectors.*/
for (i=0;i<27;i++)

{for (j=0;j<3;j++)

{ CARTVECT([i][j]=FRACTVECT[i][0]*AXIS[O][j]+FRACTVECTIi][1]*AXIS[1][j]+FRACTVECTI[i][2]*AXIS[2][j];}

}

/*Generate coloring schemes and count the number of heteroatomic bonds. The method we adopted here
can be described briefly as following.*/

/*There are 22 atomic positions. We use 1 to represent Ag and 0 to present Al.*/

/*To generate all schemes with 12 1 and 10 0, we just need to scan the binary numbers between

0000000000111111111111 and 1111111111110000000000.*/
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/*All numbers with 12 1 and 10 0 will be selected and counted for their heteroatomic contacts.*/
m1=0; /*m1is 1111111111111111111111 (22 1) in binary.*/
for (i=0;i<22;i++)
{n=1;
for (j=1;j<=i;j++)
{n=n*2;}
ml=m1l+n;
}
m2=0; /*m2 is 0000000000111111111111 (12 1) in binary.*/
for (i=0;i<12;i++)
{n=1;
for (j=1;j<=i;j++)
{n=n*2;}
m2=m2+n;
}
m3=0; /*m3 is 0000000000001111111111 (10 1) in binary.*/
for (i=0;i<10;i++)
{n=1;
for (j=1;j<=i;j++)
{n=n*2;}
m3=m3+n;
}
m4=m1-m3; /*m4is1111111111111111111111 - 0000000000001111111111=1111111111110000000000
(12 1).*/
for (n=m2;n<=m4;n++)
{for (i=0;i<22;i++)
{ CONFIG[i]=0;}
i=0;
p=n;
while (p>=1) /*converting digital to binary.*/
{ CONFIG[i]=p%2;

p=p/2;

i++;

}
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counter=0;
for (i=0;i<22;i++) /*counting number of 1.*/
{if (CONFIG[i]==1)
{ counter=counter+1;}
}
if (counter==12) /*all numbers (schemes) with 12 1 are selected.*/
{ bondnumber1=0;
bondnumber2=0;
bondnumber3=0;
for (i=0;i<22;i++)
{ for (j=0;j<22;j++)
{if ((CONFIGIi]-CONFIGJj])!=0) /*Heteroatomic contacts are selected - between 1 and 0, not
land 1,or0and0.*/
{for (k=0;k<27;k++)

{ NEIGHBORS[k][0]=CARTCOORDIj][0]+CARTVECT[K][O];
NEIGHBORS[k][1]=CARTCOORD[j][1]+CARTVECT[K][1];
NEIGHBORS[k][2]=CARTCOORDj][2]+CARTVECT[K][2];

}

for (k=0;k<27;k++) /*Heteroatomic contacts counting is running through central and all
26 neighboring cells.*/

{ distance=sqrt((CARTCOORD[i][0]-NEIGHBORS[k][0])*(CARTCOORDIi][0]-
NEIGHBORS[Kk][0])+(CARTCOORDi][1]-NEIGHBORSI[k][1])*(CARTCOORDIi][1]-
NEIGHBORS[Kk][1])+(CARTCOORD[i][2]-NEIGHBORS[k][2])*(CARTCOORDIi][2]-NEIGHBORS[K][2]));

if ((distance<2.75)&&(distance>0)) /*The numbers of heteroatomic contacts
shorter than 2.75, 2.80, and 3.00 Angstroms are counted separately.*/
{bondnumberl=bondnumber1+0.5;
}
if ((distance<2.80)&&(distance>0))
{bondnumber2=bondnumber2+0.5;}
if ((distance<3.00)&&(distance>0))
{bondnumber3=bondnumber3+0.5;}
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}
/*MAX[50][25] contains the top 50 schemes with the highest number of heteroatomic contacts.*/
/*The primary, secondary, and third sorting indices are the numbers of heteroatomic distances shorter than
2.75, 2.80, and 3.00 Angstroms, respectively.*/
/*The three distances can be adjusted to make sure that only one or several symmetrically equivalent
schemes with the maximum heteroatomic contacts are selected.*/
for (i=0;i<50;i++)
{if
((bondnumber1>MAX[i][22])| | ((bondnumberl==MAX[i][22])&&(bondnumber2>MAX[i][23])) | | ((bondnumber
1==MAX[i][22])&&(bondnumber2==MAX[i][23]) &&(bondnumber3>MAX[i][24])))
{for (j=0;j<22;j++)
{ MAX[i][j]=CONFIG[j];}
MAX[i][22]=bondnumberi;
MAX[i][23]=bondnumber2;
MAX[i][24]=bondnumber3;
i=49;

}
numberdone=numberdone+1;
}
}

writeout=fopen("max.txt","w");
for (i=0;i<50;i++)
{for (j=0;j<25;j++)
{ fprintf(writeout,"%3.0f ", MAX[il[j]);}
fprintf(writeout,"\n");
}
fprintf(writeout,"Total: %f\n",numberdone);

fclose(writeout);

The input file “allsites.txt”:
0.5000 -0.2500 -0.1250

-0.5000 0.2500 0.1250
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0.0000 0.0000
0.2500 0.2500
-0.2500 0.2500
0.5000 0.0000
0.1198 0.0442
0.1198 -0.0442
-0.1198 0.0442
-0.1198 -0.0442
0.2942 0.1302
0.2942 -0.1302
-0.2942 0.1302
-0.2942 -0.1302
0.2058 0.1302
-0.2058 -0.1302
0.3802 -0.0442
-0.3802 0.0442
0.2942 -0.3698
-0.2942 0.3698
-0.1198 0.5442

0.1198 -0.5442

0.5000
0.2500
0.2500
0.0000
0.1740
-0.1740
0.1740
-0.1740
-0.0760
0.0760
-0.0760
0.0760
-0.4240
0.4240
-0.3260
0.3260
0.0760
-0.0760
-0.1740
0.1740

102
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Chapter 6

EuAg,Al 11« with the BaHg;;-Type Structure: Composition, Coloring, and
Competition with the BaCd,;-Type Structure

Modified from a paper published @©hemistry of Materials

Fei Wang, Karen Nordell Pearson, Warren E. Strasgtend Gordon J. Miller

6.1 Abstract

EuAgAli,_« phases adopting the BaHdgype structure (space grouBm§m , Z = 3) were
synthesized with high yield by arc melting a miguoaded as “EUAgAIl-s’ and annealing at
500 °C for 40 days. This phase has a very narrag@hvidth around EuAgAl- g and it is unstable

at 600 °C and 700 °C, at which it transforms intbeo phases. Magnetometry indicates that Eu is
divalent, which gives the valence electron conediutn per Ag/Al atom as 2.45/atom, higher than

in the BaCdi-type phases in the Eu-Ag-Al system (2.10-2.3@tem). First principles electronic
structure calculations, using a computational matkeicture built by simulating the crystallographic
results as well as maximizing the number of heterai& (Ag—Al) contacts, can explain why the
cubic BaHg;-type structure is favored at higher valence ebecttoncentration than the tetragonal

BaCd -type structure.
6.2 Introduction

Polar intermetallics ™ represent a significant class of compounds brigigiassical, Hume-Rothery
electron phasésand Zintl phasés Similar to Zintl phases, polar intermetallics calsonsist of
elements with significant differences in electroamgty, but their structures cannot be understood
with the octet rule, which applies to Zintl phasestead, as in Hume-Rothery phases, they are
largely determined by valence electron count. Haweunlike Hume-Rothery electron phases, polar
intermetallics often form abundant complex struese.g., NaZns, ThMny-, BaCds-, and BaHg-
types, in which, just as in Zintl phases, the ‘@asi” i.e., the electropositive metals, have large
coordination numbers. Many recent reports alsovshothat this class of compounds provides a
wealth of quasicrystalline phases and their crijstalapproximant§. Because of such structural
abundance and complexity, composition-structuraticships of polar intermetallic compounds are
complicated and still remain a challenge to be wstded. Further systematic investigations into pola
intermetallics are necessary; and these investiggtiwill benefit from a synergism between
experiment and theory.
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During our investigations into the composition—sture relationship in polar intermetallics,
significant effort has been devoted to the RE(raaeth)-Ag—Al systems due to their structural
abundancé. Researchers have obtained kaleidoscopic compleictstes from these systems,
including the BaCd-, BaHg -, Th,Ni;7~, Th,Zn;-, CaCuy-, and BaAl—types‘.3 The iso-compositional
structure typesi ., the BaCd- vs. BaHg;-types, and the TNi;~ vs. ThZn;~types) often compete
within a single RE-Ag-Al system as its compositi@ries. For instance, in Yb—Ag-Al, the Bag&d
type structure forms at YbAgAls; and the BaHg-type structure forms at YbAgl-.2 Similar
results have also been obtained in our previousk weith the Eu-Ag-Al system. Further
investigations into these competing structure tygees deepen our understanding of these structures
themselves, as well as how they are related to ositign.

The BaHg-type structure is one of the most rarely obsereubng all of the complex structures
obtained in RE-Ag-Al ternaries. It has been regbrely with RE = C& Yb®, and Ed without
crystallographic details (only lattice parametewsilable, without atomic coordinates or thermal
parameters). Experimental disagreement also odouthe Ce—-Ag-Al system. Although Cordier
obtained BaHg-type CeAg.Al-, by synthesizing at 1000-1400 °C and annealingat°€® this
phase did not occur in Kuzma's phase diagram statlyp97 °C* which was proposed as a
temperature effectThe recent reports from Latturner al. demonstrated more complexity of the
BaHg-type structuré® Their study of RE-Au-Al and RE-Ag-Al systems showiat, in an Al
flux, early transition metalse@., Ti and Mo) have a template effect and are esadntthe formation
of a stuffed BaHg-type structure, which is a quaternary phase;(REAQ)s+AlT (T is the early
transition metal). The authors also analyzed thethgsis method adapted by Cordfitrand
speculated that the possible inclusion of Mo (thgcible material) induced the formation of the
BaHg-type structure.

Therefore, although the BalHgype structure has been long observed in RE-AgyAtems, there
are still many unsolved “mysteries” aboutdly., what the phase width is, and how temperature and
early transition metals affect its formation. Moveq site sharing and site preference are commonly
observed for Ag and Al atoms in RE-Ag—Al systemewrare Ag and Al distributed in the BaHg
type structure? Lastly, how does this structures tgpmpete with the BaGgtype structure during
changes in compositiomiz., the molar ratio between Ag and Al, of a RE-Ag-siétem? To answer
these questions, we continued our previous work wie EuAgAl,,_, system and investigated
BaHg;-type phases using both experiments and quanturhanaal calculations.
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6.3 Experiments.

Syntheses.Pure metals were used for syntheses: Eu (rods,sArmboratory, 99.99%), Ag (slugs,
Alfa Aesar, 99.99%), and Al (foil, Tenneco). In qurevious study of EuA@\l1.  the BaHg-type
structure was observed in the systems loaded Vv#tAtAl;" and “EuAgAlg”.? To find out its
homogeneity width, we varied the loading composititom “EuAgAI;” to “EuAgAly’. For each
loading composition, an approximately 0.5 g mixtafepure metals was arc melted under an argon
atmosphere into a silvery button, which was turaeer and re-melted five times to ensure thorough
reaction and homogeneity. There was some ash dededaring melting, but the weight loss was
always lower than 1 wt%. Every product was stablaif and water but dissolved in 40 wt% nitric
acid. The silvery button was then broken into halv@ne-half was characterized immediately; and
the other half, before characterization, was semedtantalum tube under argon atmosphere, which

was then sealed in an evacuated silica jacket aneiaded in a tube furnace at 500 °C for 40 days.

X-Ray Crystallography. Powder X-ray diffraction (XRD) was carried out atHuber Imaging Plate
Guinier Camera G670 using monochromatizeck@uradiation £ = 1.54059&). This diffractometer
has been calibrated with standard silicon powdé8TNa = 5.430940 + 0.000035 A). The exposure
time was 1 hour and the step size 6fias 0.005°. The Le Bail technidtievas used for full pattern
decomposition, and the Rietveld metfHodas employed to refine the crystal structure, todtivhich

were accomplished with the softwdrdPM-Rietica.™®

Small crystals selected from the crushed “Eyd); s’ sample were mounted on the tip of capillary
with epoxy for single-crystal XRD experiments, whiwere carried out at room temperature on a
STOE IPDS diffractometer equipped with Moo Kadiation § = 0.71073 A). 80 frames were
collected atp = 130° withw ranging from 42 to 122° with the step size ofdrid the exposure time
of 1 min per frame. All data collection, integrat® cell refinements, and absorption correctiongwe
done usingX-Area.** Using SHELXTL," the crystal structure was solved with direct mdthand
refined by full-matrix least-squares o F

Magnetometry. Temperature-dependent magnetic susceptibilitymaasured with a 6.3 mg sample
taken from the annealed product with the loadingmusition “EuAg sAl-s’, which is a “pure phase”
adopting the BaHg-type structure according to powder XRD. Using a@um Design MPMS XL
Superconducting Quantum Interference Device (SQUilagnetometer, at 1 kOe fixed magnetic

field, the magnetic susceptibility)(was measured as the temperature (T) varied fromB50 K. We
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fitted the 1/y vs. T curve with Curie-Weiss law to calculate #féective moment () and the

valency of Eu.

Microscopy. The annealed sample loaded as “EuAd,s" was also characterized by scanning
electron microscopy (SEM) and energy-dispersiveetspscopy (EDS) to examine its homogeneity
and to check the presence of early transition meitatluding W (electrode material of the arc mgte
Ti (oxygen getter), and Ta (container for annedlifgEM was accomplished using a Hitachi S-
2460N variable-pressure scanning electron micrascapd EDS was performed with an Oxford
Instruments Isis X-ray analyzer. Several grainsewaken at random from the broken “EuAgl; s’
sample, embedded in epoxy, polished, coated with20 nm of carbon, and examined in high
vacuum moded@. 5 x 10° Torr). The accelerating voltage was 20 kV andkiam current wasa.

0.5 nA, which produced a count rate of 3000 cpsltiMa points were examined for every sample
grain. The standards used for quantitative comiposit analysis were elemental Ag and Al, and
EuAl,. The precision of the compositional analysis urttiese conditions is within a few tenths of

weight percent.

Electronic Structure Calculations. To study the electronic structure of the Baftgpe EUAgGAI 11y
we constructed a few model structures accordinthéocrystallographic results for first principles
calculations. Details of these models can be faanthe section, Computational Models. Both the
StuttgartTight-Binding, Linear-Muffin-Tin Orbital program with theAtomic Sphere Approximation
(TB-LMTO-ASA)*® and theVienna ab initio simulation package (VASP)"*® were employed to

calculate the total energies and electronic strastof these models.

For TB-LMTO-ASA, we used the von Barth-Hedin loa#nsity approximatidi to treat electron
exchange and correlation energy; and we includedetlatomic orbitals in the basis set: the6p
(downfoldecil), and 9 states of Eu; thesb 5p, and 4l states of Ag; and thes33p, and 3
(downfolded) states of Al. Euf4tates were excluded because magnetometry inditage Eu is
divalent and, thus, itsf£&lectrons are localized in half-filled drbitals. The Wigner-Seitz radii of the
atomic spheres were 2.13 A for Eu and 1.57 A fahbsg and Al. This filled the unit cell with a
9.566 % overlap without introducing any empty spkean 8 x 8 x &points mesh was used in the
first Brillouin zone for integration. The density states (DOS) and crystal orbital Hamiltonian

populations (COHPj curves were evaluated and plotted.

VASP calculations were completed to compare thad tatergies of the model structures. We used the

projector augmented-wave (PAW) pseudopoterifiaad the Perdew-Burke-Ernzerhof generalized
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gradient approximation (GGA-PBE)The energy cutoff was 343.6 eV. Reciprocal spatagrations
were completed over a 7 x 7 x 7 Monkhorst-Pagboints mesh with the linear tetrahedron
method®. With these settings, the calculated total enemwerged to less than 1 meV per atom. The
DOS curve calculated by VASP was also plotted amhpared with that from TB-LMTO-ASA
calculations.

6.4 Results and Discussions.

Synthesis and X-Ray Crystallography Our previous workindicated that both loading composition
and annealing are pertinent to the formation ofBhelg-type structure in EuA@\l1;_.. This cubic
structure type was not detected by powder XRD wkerm 5-8 in the loading composition
“EuAg, Al but was obtained when x = 3 and 4. For bothhafse two systems, annealing at
500 °C increased the abundance of the Babype phase (see its strongest peakaat34.3° in
Figure 1(a)—(d)), especially for the “Eu#ds” system, in which it is the dominant phase.

To improve the abundance of the BatHiype phase, we adjusted the loading compositidrfirst,

we tested two loading compositions richer in Alrtrebove viz, “EuAgAly” and “EuAgALy’. The
diffraction patterns of these arc melted and arateadmples are shown in Figure 1(e)—(h). These two
loading compositions produce mixed phases, amorighwthe BaHg-type structure occurs, and
annealing at 500 °C also slightly increased itsndlamce. However, its abundances in these two
samples are both lower than in the “EyAly” sample (Figure 1(d), (f), (g)). Therefore, hightsr
content does not facilitate the formation of thédlBa-type phase.

We then made the Al content lower than in “EgAlg” and loaded “EuAgsAl,s’. The powder XRD
patterns for arc melted and subsequent annealeplessare in Figure 2. The pattern of the arc melted
sample (Figure 2(a)) is close to the arc meltedAtRil " system (Figure 1(c)). After annealing at
500 °C, all peaks in the powder pattern can bexedavith a single BaHgtype phase (Figure 2(b)).
Rietveld refinement was then applied to the povwadatern and the results are listed in Tables 12and
Although powder XRD characterizes this sample dpusie phase”, it was very difficult to find a
good quality single crystal from this annealed “EpéAl;,s" sample. We extracted only one single
crystal which was qualified and carried out singigstal XRD and refinement upon it. The results are

also listed in Tables 1 and 2.
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Figure 1. The powder XRD patterns of arc melted and annesdeaples with various loading compositions. Le

Bail refinement was applied to every pattern.

Comparison shows that the Rietveld and the singleta refinements agree well with one another in
lattice parameter (with 0.2% difference) and atomasitions. The refined compositions differ
slightly from one another: the single crystal tdghe gives EuAgsAl- s, Which is very close to

the loading composition; but Rietveld refinementvegahigher Ag content, EuAgrsAl7.sss)
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Moreover, the isotropic displacement parametekg)(refined by the Rietveld technique are much
larger. This could arise because the Rietveld powefinement averages over an inhomogeneous
bulk material (the inhomogeneity was shown latel&DS) and the inhomogeneitg.¢., in atomic

positions) is absorbed by parameters such asdtgancy factors (SOF) ahl,.
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Arc Melted Annealed at 500°C
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2000
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Counts
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Figure 2. The powder XRD patterns of arc melted and anneded\gssAl; s’ samples. Le Bail refinement

was applied to (a), (c), and (d); and Rietveldnefiient was applied to (b).

Just like many other RE-Ag-Al phases, Ag and Alrshthe same sites 814, 13) in the
asymmetric unit, but these sites are not sharedllgguCompared with the average Ag/Al ratio
(3.5/7.5 = 0.32/0.68), theg8site prefers Ag and the il8ite favors Al. An even higher preference
occurs on the i site, which is exclusively occupied by Ag. We atfged refinement with this site
being shared by Ag and Al: it gave the occupancyAhg 0.94/0.06(7); and the corresponding R
values are R1 = 0.0599 and wR2 = 0.0961, whicloisanstatistically significant improvement over
the other refinement, according to a Hamilton $&3therefore, we assigned solely Ag to thestte.
This result agrees with Cordier’s stdtipf BaHg -type CaAgAl-, in which this site was also filled
with only Ag.
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Table 1. Summary of crystal structure refinement paramaiéthe annealed “EuAgAl; s’ sample.

Space group

z

Refinement Methods
Lattice parameters
Empirical formula
Volume

20 range
Goodness-of-fit

R indices

Reflections collected

Independent reflections
Index ranges

Largest diff. peak/hole

PM3m (no. 221)
3
Rietveld
a =8.70063(6) A
EuAgs73Al7.333)
658.645(9) A
10.00°-90.00°
1.354
R, = 0.0285
Rup = 0.0374
Reyp = 0.0322
Rs = 0.024

Single Crystal
a=8.7208(10) A
EUAG 502Al75(2)
663.24(13) A

4.68°-53.26°

1.178

R1 =0.0599 ¢ 24(1))
wR2 =0.0963 ¢ 25(1))
R1 = 0.0937 (all data)
wR2 = 0.1039 (all data)

2207

181(R= 0.2145)

—9<h<11;-11<k<8;-9

<k<11
1.809/-1.777 A®

Table 2. The atomic coordinates and isotropic displacerparameters from crystal structure refinement of the

annealed “EuAgsAl;s” sample.

Rietveld Refinement Single Crystal Refinement
Atom  Wyck. x y z |Coordinates SOF Uso/A?  Coordinates SOF Uiso /A2
Eul ad 12 0 0 1 0.0051(3) 1 0.014(1)
Agl b 12 1/2 1/2 1 0.0065(6) 1 0.030(2)
Ag/AI2 89 X X X |x=0.1640(1) 0.416/0.584(4) 0.0146(5) x £658(4) 0.41/0.59(2) 0.035(2)
Ag/AI3 12i 0 y vy |y=0.3453(2) 0.204/0.796(3) 0.0114(5) y344(5) 0.23/0.77(2) 0.023(2)
Ag/Al4 12 1/2 y y |y=0.2661(1) 0.353/0.647(2) 0.0060(4) y=@®2¢) 0.30/0.70(1) 0.015(2)

The BaHg,-type structure has been described in some eaejEnt$®° It can be understood by a

structure scheme based on a “tetrahedron starthaikia tetrahedron with every face capped by an

atom. In a unit cell of BaHgtype EuAgAl; s (Figure 3(a)), there are eight tetrahedra formed b
Ag/AI2(8g) and Ag/Al4(13) sites. The Agl() site caps one face of each tetrahedron, whictemak
Agl(1b) sit in a cuboctahedron formed by Ag/Al4{L@-igure 3(b)). The Ag/AI3(12 sites cap all of

the other faces of the eight tetrahedra. The Em &its in the center of a polyhedron shown in Fégur
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3(c). The Ag/Al atoms surrounding Eu form five sopga Eu atom centers a square formed by
Ag/Al4(12)) atoms, which is “sandwiched” by two larger sqsai@med by Ag/Al3(1D atoms and
two smaller squares formed by Ag/AlZfgatoms. Selected interatomic distances are listd@ble 3.
These distances are calculated from lattice paemnétom powder data and atomic positions from
single crystal data. It shows that the Ag/Al-Ag#istances are not uniform in this structure: those
involving Ag/AI3(12) (ca. 2.63-2.77 A) are shorter than the others (> 2.87TRese distances in the
BaHg:-type phase are comparable to those observed idBaPe EuAgAl ;.

@) )
- . ?ﬁ_ %_T
‘ot
¢-89-©

(c)

e 5

Figure 3. The crystal structures of Baldgype EuAgAl ., (a) unit cell; (b) the coordination environmeiiit o
Agl(lb); and (c) the coordination environment of Eud)(Blue: Eul(8l); red: Agl(b); yellow: Ag/Al2(8g);
green: Ag/AI3(12); orange: Ag/Al4(1D.

Several variants of the Baklgype structure have been reported for ternary mlig®s and
indides'®*** The variances occur in two aspects: the(@, 0, 0) site being stuffed with transition
metals €.g., Ag, Au, or Pd); and of splitting the il8ite. We also introduced these two variances to
our refinement of the BaHgtype structure to see whether we could obtain iamyrovements.
Stuffing the & with Ag gave a negative occupancy on this sitédowihg 14 site splitting lowered
the R values (R1 = 0.0578, wR2 = 0.0889), but, ating to a Hamilton test, this change is not a
statistically significant improvement. Moreovergethplit 12 sites are problematic: they have much
higher uncertainties in atomic coordinates (seg8ujmg Information, Tables S1 and S2). Therefore,

our BaHg-type phase does not have these reported strugtniahces.

EDS and Homogeneity RangeAlthough powder XRD can detect only the BaHtype structure in
the annealed “EuAgAl,s’ sample, its SEM image (Figure 4) reveals thakinhot a completely
homogeneous phase, which explains why it was diffio extract good-quality single crystals for

XRD. Figure 4 shows a light-gray backgroumdy(, spots 3, 4, 5, and 6, the major phase) including
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some patches (the minor phases) in different cottanker gray€.g., spots 1 and 2), white.§., spot

7), gray with white outlinegg., spot 8), and blacke(., spots 9). The compositions on spots 1-9
were analyzed by EDS and are listed in Table 4. lighg-gray background is the dominant phase,
which is the BaHg-type phase according to powder XRD. The samplipgiss (3—6) on the gray
background give compositions with small variatitws also all are very close to EuAl .o, which
indicates greater Ag contents than obtained fronbXBfinements. This deviation could, again, be
attributed to the heterogeneity of the product, oihaffects the SOF and thus the composition in
refinement.

Table 3. Selected interatomic distances of the BaHgpe EUAGAI 11

Atom Pair Distances /A

Eul— Ag/AI2 3.5521(4)
Ag/AI3  3.288(2)
Ag/Al4  3.281(4)

Agl— Ag/Al4 2.870(4)
Ag/AI2— Ag/AI2 2.885(8)
Ag/AI3 2.629(5)
Ag/AI3— Ag/AI3 2.708(8)
Ag/Al4 2.771(2)
Ag/Al4— Ag/Al4 2.870(4)

The minor phases do not manifest themselves in poX&D, but their structures can be deduced by
examining their compositions. The composition aitsp (the white patch) is EtbeAGs 3147l 5.67(6)
which falls in the homogeneity range (EuAts—EUAgAls) of the BaCgh-type phasé.The gray
patches with white outline (spot 8) have the coriijwrs close to Eu(Ag,Al) This is probably a
BaAl,type phase, which occurs frequently in Eu-Ag-Ahtey systems. The black patches (spot 9)
are almost pure Al. The identity of the darker gpajches (spots 1 and 2) cannot be determined at
this stage. They are probably closely related ® BaHg;-type phase because they also have
EuAgAl11_« compositions but they are slightly richer in Ada( EuAg-Al;3) than the dominant
BaHg;-type phase. Further investigations are necessary.

The annealed “EuAgls’ and “EUuAg/Al;” samples were also analyzed with SEM and EDS
(Supporting Information). The Bahlgtype phases in these two samples also give cotigosivery
close to EuAgdAl;, indicating that the BaHgtype EuAgAli;, at 500 °C has a very narrow

homogeneous range around Eybd,, Moreover, in the “EuAgAl;” sample, the BaGgtype and
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BaHg-type phases are both abundant. They are cleaffigretit in composition: the former is
EuAgAl—EuAgAls and the latter is EUAgAI- i.e., they strictly abide to their homogeneity ranges.

Figure 4. The SEM image of the “EuAgAIl; s’ sample annealed at 500 °C for 40 days. Elemeaalysis

with EDS was performed on the nine spots market-8s

As mentioned above, early transition metals fat#itthe formation of BaHgtype structure in
RE-Au-Al and RE-Ag-Al systemS.Our syntheses involved W (the arc welder eleciotlie(the
oxygen getter for arc melting), and Ta (the comafor annealing). However, EDS detected none of
these transition metals in the “Eufds”, “EUAQssAl;s’, and “EUAgAI;" samples. So, under the
synthetic conditions we adopted, the formation aHB-type EuAgAl;;, was not templated by

early transition metals.

Thermal Stability. The “EuAgsAl- s’ sample was subsequently annealed at 600 and @Q@ath

for 10 days, in an attempt to improve its crystati and homogeneity. However, the subsequent
powder patterns revealed that, at these tempesattire BaHg-type EuAgAl;_, transforms into
other phases. After annealing at 600 °C (Figurg)2tbe BaHg:-type phase remained dominant;
however, the sample was no longer “pure” becaus8#Cd;-type and ThNi;~type phases emerged.
At 700 °C (Figure 2(d)), the BaHgtype phase almost disappeared; and the Ba§gde and
ThyNi,type phases became major phases. Therefore, begidgposition, the stability of Baklg
type EuAgAl 1, is also largely dictated by temperature: at 700i’G no longer thermodynamically
stable. This is one of the reasons why Bakigpe RE-Ag-Al phases are less commonly observed

than the other phases.

Magnetometry and the Valence Electron Concentrationof BaHg;-type EuAgAli . The

temperature dependent magnetic susceptibifityaqid reciprocal susceptibility ¢)/of BaHg -type

Ol LAC U Zyl_i.lbl
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EuAgAli;_ is shown in Figure 5. Above 20 K, this phase isap@mgnetic and follows the Curie-

Weiss law. Atca. 17 K, there is a transition from paramagnetisrfetoomagnetism. In the gis. T

curve, the data between 20 K and 300 K were fittétth the Curie-Weiss law, from which the

effective moment was calculated (to be 7u@b This value is very close to tipg; of free EG* (7.94

ug), indicating the divalency of Eu in this ternatygse.

Table 4. EDS composition analysis results of “EuA8l,s’ annealed at 500 °C for 40 days (spots 1-9 are

marked in Figure 4).

Atomic Fraction

Spot Composition Structure
Eu Ag Al
1 0.089(1) 0.303(2) 0.608(5) E& A3 633Al 7.30(6)
Unknown
2 0.087(1) 0.308(2) 0.605(5) E852A03 6937 7.26(6)
3 0.088(1) 0.329(3) 0.583(5) Ed42AT3 053Al 7.00(6)
4 0.090(1) 0.322(3) 0.588(5) E482A03 5737l 7.05(6)
BaHg -type
5 0.086(1) 0.333(3) 0.581(5) Ed0Ad1 00aA 6.97(6)
6  0086(1) 0.328(3) 0586(5  EsseAdsssefl7oue
7 0085(2) 0443(3) 0472(5) Eéé(z)o\g5_31(4f\| 5.67(6) BaCdll-type
8 0.205(1) 0.132(2) 0.663(6) E8 Ao/l 3.32(3) BaAl,-type
9 0.001(1) 0.014(1) 0.984(4) A6l o.osa@) fcc

* EDS shows that there is also some Si (atomictifsac< 0.06) present in and only in the Ba#fpe phase.

(That Si appears to be an alloying element in thioid)
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Figure 5. The temperature dependency of magnetic suscétibild reciprocal susceptibility of the annealed

“EuAgssAl;s" sample. The effective momepty = 2.82795 x (7.9152 = 7.95up, which is close to thag of

free EG* (7.94pg).

www.manaraa.com



115

Table 5. The valence electron concentratiored] of several BaHg-type ternary compounds. The number of

valence electrons of Ce, Yb, and Pd are counté&jl 2sand 0.

Compositions vec Ref.
EuAg, oAl 7o 2.45

CaAgAl; 245 28
YbAg,Al; 245 8l
CeAg Al o 271 8k
YbPth 1 358976 2.25-2.61 33

The valence electron concentrationed) of EuAgAli1, with respect to the content of

electronegative metals Ag and Al, can then be tated as:
vec = 2XPXFXALTX)_ 35 X _ 544 14
11 11 . From this equation, the Bakdgype phases,

EuAg. Al have avec at 2.45 &atom. Thevec values of some other Baldgype ternaries are listed
in Table 5. All of them are higher than thee of BaCd-type REAgAI;_, (ca. 2.10-2.30 datom}.
Therefore, the “rule of thumb” governing the conifjiat between these two 1:11 phases is that the
BaHg;-type structure is stabilized at highec than the BaCd-type structure. The same conclusion
was reached by Hausserm&him his study of the binary compounds BaCdnd BaHg with
Extended Hiuickel calculations using second momealingc These calculations showed that,
although they are isoelectronic (both hawe = 2.18 &atom), the maximum stability of Bagd
occurs atvec = ca. 2.10 €/atom while BaHg is atvec = ca. 2.55 &/atom, confirming thatec
determines the relative stabilities of these twidlJphases. However, this also raises the quefstion
the two binary compounds, BaGand BaHg;, themselves, namely, why BaHgloes not form the
expected BaCgtype structure? Our preliminary study shows thateason is related to the

relativistic effect of the Hg atom, results of whiwill be discussed in a separate report.

Computational Models. To study howvec affects the stability of the Bahlgtype EuAgAI 14, it is

necessary to analyze its electronic structure giroguantum mechanical calculations, for which
reasonable model structures need to be built. Wistnacted the model structures in the following
way. The lattice parameters and atomic positionseath model structure were taken from
crystallographic data (Table 1 and 2). Thiea®d b positions can be unambiguously filled with Eu
and Ag. The site sharing between Ag and Al gn B4, and 12 sites was treated by lowering the

symmetry from cubic to triclinic (space gro®i). The original § positions were then broken into
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eight la positions, which were assigned with 4 Ag and 4atdms (Ag/Al = 0.5/0.5). Likewise, the
12 positions were assigned with 3 Ag and 9 Al atoA@/Al = 0.25/0.75) and the 1Dositions with

4 Ag and 8 Al atoms (Ag/Al = 0.33/0.67). These Abratios are very close to those listed in Table 2
and the resulting composition is Eufd;;, which is also close to the experimental valueerfithe
“coloring problem® needs to be addressed: fixing the Ag/Al ratiokisasd above, there are multiple
(Cs' x C° x C' = 7,623,000 where £ = nl/[m!x(n-m)!]) possible assignments (or “colum
schemes”) of Ag and Al; and we should select the wmich gives the lowest total energy. We
calculated the total energies with both LMTO and SFAupon several random coloring schemes
(Model 14 in Table 6). Although LMTO gives larger energyfdiences between coloring schemes
than VASP, they show the same trend: the more detiemic (Ag—Al) contacts a coloring scheme
has, the lower its total energy is. The same tweasl also discovered in the Ba@Gtype EUAGAI 11 «

in our previous study.According to this trend, we constructed Mo&eby maximizing Ag-Al
contacts (the method of maximizing Ag—Al contaceswdescribed in Ref. 9). Calculation shows that
its total energy is indeed lower than the four @ndmodels as expected. Therefore, Mdiléd an
appropriate model structure for Bafdtype EuAgAl 1« The details of Model&-5 are included in
Supporting Information.

DOS and COHP. The DOS and COHP curves of Modglcalculated with TB-LMTO-ASA are
shown in Figure 6. The VASP calculation also gige30S curve (Supporting Information), which is
very close to the one shown in Figure 6. In the DfD&re, the d bands of Ag manifest as a large
peak spanning froma. —7.5 toca. —4.5 eV. Leaving thisdipeak out, the overall shape of the DOS
curve resembles a parabola (the feature of a neracting electron gas) with a state-deficientoagi
(pseudogap) ata. —0.5 to 0.5 eV, corresponding\ec = 2.32—-2.58 #atom according to a rigid band
approximation. So, whewec = 2.45 €atom (EuAgAl;g), the Fermi level is located in the

pseudogap; and the Fermi level falls outside theugsgap whervec = 2.10-2.30 datom

(EUAGA| —EUAGAI 5).

The COHP curves for Eu—-Ag/Al, Ag—Ag, and Ag-Al cactis have relatively gradual bonding-
antibonding crossovers. Aec = 2.45 &atom, the Fermi level is located in their weaktnding
regions. The Al-Al COHP curve, however, has a \a@egp bonding-antibonding crossoviee. ( Al-
Al interactions switch from strongly bonding abiypb strongly antibonding) aneec = 2.45 &/atom
locates the Fermi level very close to the cross@ama. 2.55 €/atom). Avec value much higher than
2.45 é/atom will, thus, occupy states that are strongly-AAl antibonding and destabilize the
structure. On the other hand, if thec is much lower than 2.45/atom,e.g., at 2.10-2.30 éatom,
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the structure will also be destabilized becaussdtstates that are strongly Ag—Ag, Ag—Al, and Al-
Al bonding will be largely depleted. Therefore, thee of 2.45 €/atom is very close to the optimum
value for the orbital interactions within the Ag/&bmework of the BaHgtype EuAgAli; . By
comparison, therec value that optimizes Ag/AI-Ag/Al interactions inaBd;-type EuAgAl1_y is
2.30 e/atom? This explains the rule governing the competitimiween the BaHg and BaCg-
type structures in EuA8l 114 ternary systems: the Baldgype structure is favored at highex (ca.
2.45 é/atom) than the BaGgtype structureda. 2.30 &/atom).

Table 6. The total energies of the model structures.*

Coordination Environment of the 3 EuEw Per fu. Number of  Ag-Al

Model Atoms (eV) Contacts per Unit Cell

(red: Ag; green: Al) LMTO VASP <280A <290A
1 1.38 0.89 30 54
2 1.00 0.66 36 62
3 0.58 0.37 40 66
4 0.33 0.21 44 70

v 5 > - “w

5 ceoi ceoi ¢eesé 000 000 50 76

- » &/ ® & ®

iy iy "y

*These models all have the same composition (BAAY and same Ag/Al ratio on the originay 80.5/0.5), 12
(0.25/0.75), and §2(0.33/0.67) positions. Modd4 are random coloring schemes. Modeis obtained by
maximizing Ag—Al contacts. The total energy of Mb8ds taken as reference (0.00 eV). Details of thHase

models are included in the Supporting Information.

www.manaraa.com



118

Energy (eV)
A

C—Ag
Al
. Eu
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Figure 6. The DOS and COHP curves calculated with Mdglesing TB-LMTO-ASA. The four dashed straight
line are the locations of the Fermi levels when = (from top) 2.45, 2.30, and 2.10/aom. The parabolic

dashed line shows the DOS of the non-interactiegtedn gas.
6.5 Conclusions.

The BaHg:-type EuAgAl 11« phases were synthesized and characterized. Tetmgehas important
effects on this phase: annealing at 500 °C givgmiee phase”, while it transforms into Bagdand
ThyNi,~type phases at 600 °C and 700 °C. Compositiorisis pertinent: the cubic Bahklgtype
structure can only be obtained within a narrow pha®und EuAgAl - Which gives avec of 2.45
€/atom. This value is higher than thec of the BaCeh-type EuAgAl,; « phases (2.10-2.30/atom).
First principles electronic structure calculatiomsre performed with a model structure built by
simulating crystallographic results and maximizAg-Al contacts. The calculation results explained
why the BaHg-type structure forms at higheec value than the BaGgdtype structure in the
EuAgAl 1, System.
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6.8 Supporting Information

Single Crystal Refinement with 12 Site Splitting.
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Table S1.The refinement parameters of the single crystiglcsed from annealed “EuAgAl; s’ sample with

12 site splitting.

Empirical formula
Space grou

Lattice parameters
Volume

z

6 range

Index ranges

Reflections collecte
Independent reflectio
Goodness-of-fit oifF?
Final R indicesl > 25(1))
R indices (all dat:

Largest diff. peak/hole

EuAgspAl7 50

Pm-3m (No. 221)

a=8.7208(10) A

663.24(13R°

3

2.34°-26.62°

-9<h<11;-11<k<8; -9<k

<11

2207

181 (R = 02145)

1.201

R1 = 0.57€; wR2 = 0088¢

R1 = 0.093%; wR2 = 0096¢
1.966/—1.926/

Table S2.The atomic coordinates and isotropic displacerpanameters from single crystal refinement of the

“EuAgssAl; 5" sample with 12site splitting.

Atom  Wyck. X y z SOF W, IA?
Eul 3d 1/2 0 0 1 0.014(2)
Agl b 12 172 12 1 0.030(2)

Ag/A2 89  0.1657(4) 0.1657 0.1657 0.42/0.58(2) 0.027(4)
Agd3 12 0 0.356(4)  0.35€ 0.23(2) 0.019(9)
A3 12 0 0.330(4) 0.330 0.77(2) 0.009(7)

Ag/Al4 12 172 02667(3) 02667  0.30/0.70(1) 0.015(2)
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SEM and EDS Results of The Annealed “EuAgAls” and “EuAg 4Al;"Samples.

Figure S1. The SEM image of the “EuAdlg’ and “EuAgAl;"samples annealed at 500 °C for 40 days.

Elementary analysis with EDS was performed anddbalts are listed in Table S3.

Table S3.The EDS composition analysis results of “Egsf ;5" annealed at 700 °C for 10 days
(spots are marked as in Figure S1).

Atomic Fraction

Spot Composition Structure
Eu Ag Al
al 0 0011(1 0989(3 Agolon(lAlolggg(g foo
bl  0008(1) 0.036(1) 0.956(5) A0 Alg 0565
az 0199(1 0124(2 0677(6 EU1.00(1A90.62(1A|3.33(3
a3 0212(1) 0.100(2) 0.688(6)  EduAlosonAlsas
a4 0210(1) 0.102(1) 0.688(6) EMaAJosinAlsss  BaAl type
b4  0217(1) 0.114(2) 0.669(6)  EttnAdosiaAlzzas
b5  0.214(1) 0.122(2) 0.664(6)  EttaAdee1nAlssas
a5 0086(1) 0.329(2) 0584(5)  EleAsesePl7oie)
ab 0.083(1) 0.329(3) 0.588(5) F342A03.953Al 7 06(6)
a7 0087(1) 0330(3) 0.583(5) EuMeATsescPAlzoos  BaHatype
b2 0.088(1) 0.329(3) 0.584(5) E482AT3.94¢3Al7.0066)
b3 0.088(1) 0.328(3) 0.584(5) E840AG3.04¢3Al7.016)
b6 0088(2) 0.440(3) 0472(5)  EePszmePlse®  pacy,iype
b7 0.085(2 0.437(3 0.478(5 EU1.02(2Ag5.24(4A|5.73(6

* The structures are assigned by comparing the ositipns and the phases identified from powder XRD

patterns.
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The Details of Computational Models.

Table S4.The model structures for computation.*

Wyck F;actlonalyCOOrdlngn Model 1 Model 2 Model 3 Model 4Model 5 Wyck F;actlonalyCOOrdlngn Model 1 Model 2 Model 3 Model 4Model 5
1/2 0 0 0.3453 0 0.6547 Al Al Al Al Al
3d 0 1/2 0 Eu 0.6547 0.345: 0 Al Al Ag Ag Ag
0 0 1/2 12 0.6547 0 0.3453 Al Al Al Al Al
b 1/2 1/2 1/2 Ag 0.345: 0.6547 0 Al Al Ag Al Al
0.164 0.164 0.164 Ag Ag Ag Ag Ag 0.6547 0 0.6547 Al Al Al Ag Ag
0.83¢ 0.83¢ 0.16¢ Ag Ag Ag Ag Ag 0.6547 0.6547 0 Al Al Al Al Al
0.83¢ 0.16¢ 0.83¢ Al Al Al Al Al 0.t 0.266. 0.266: Ag Ag Al Al Al
8 0.164 0.836 0.836 Al Al Al Al Al 0.5 0.7339 0.2661 Al Al Ag Ag Ag
0.16¢ 0.16¢ 0.83¢ Al Ag Ag Ag Ag 0.t 0.266. 0.733¢ Ag Ag Al Al Al
0.836 0.836 0.836 Al Al Al Al Al 0.5 0.7339 0.7339 Al Al Al Al Al
0.16¢ 0.83¢ 0.16¢ Ag Al Ag Ag Ag 0.266. 0.5 0.266: Ag Ag Ag Ag Ag
0.836 0.164 0.164 Ag Ag Al Al Al 12 0.2661 0.2661 0.5 Al Al Ag Ag Ag
0 0.3453 0.3453 Ag Ag Al Al Al 0.2661 0.5 0.7339 Ag Ag Al Al Al
0 0.6547 0.345: Al Al Al Al Al 0.733¢ 0.266. O0.E Al Al Ag Ag Ag
12 0 0.3453 0.6547 Al Ag Ag Ag Al 0.7339 0.5 0.2661 Al Al Al Al Al
0 0.6547 0.654° Al Al Al Al Ag 0.266. 0.733¢ 0. Al Al Al Al Al
0.3453 0 0.3453 Ag Ag Al Al Al 0.7339 0.5 0.7339 Al Al Al Al Al
0.3453 0.3453 0 Ag Al Al Al Al 0.73390.7339 05 Al Al Al Al Al

* The five models have the same composition, E¢dg and they also have the same Ag/Al ratio on eaghaRkoff site. Modell~4 are random models;

Model 5 is obtained through maximizing Ag—Al contacts.
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The DOS Curve of Model 5 from VASP Calculation.

Energy (eV)
A

/3 Ag
- Al
- Eu

0 10 20 30 40
DOS (per unit cell)

Figure S2.The DOS curve of Modéb calculated using VASP. It is very close to thoakualated with TB-
LMTO-ASA. The three dashed straight lines are timations of the Fermi levels wheec = (from top) 2.45,
2.30, and 2.10 per atom.
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The C Codes to maximize Ag-Al contacts for the BaHgtype EUAg/AI~
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
main()
{ float commfactor1=8.70063; /*lattice parameter a in Angstrom*/

float AXIS[3][3]={{1,0,0},{0,1,0},{0,0,1}};

float FRACTCOORDI33][3]={};

float CARTCOORD[33][3]={};

float FRACTVECT[27][3]={{0,0,0},{1,0,0},{-1,0,0},{0,1,0},{0,-1,0},{0,0,1},{0,0,-1},{1,1,0},{1,-1,0},{-1,1,0},{-1,-
1,0},{0,1,1},{0,-1,1},{0,1,-1},{0,-1,-1},{1,0,1},{1,0,-1},{-1,0,1},{-1,0,-1},{1,1,1},{1,1,-1},{1,-1,1},{-1,1,1},{1,-1,-1},{-
1,1,-1},{-1,-1,1},{-1,-1,-1}}; /*vectors pointing to the central primitive cell and all 26 neighboring cells: 6 face-
sharing, 8 vertex-sharing, and 12 edge sharing*/

float CARTVECT[27][3]={};

long m1,m2,m3,m4,p,n;

intij,k;

int counterl, counter2, counter3;

float CONFIG[33]={};

float distance;

float NEIGHBORS[27][3]={};

float bondnumber1=0;

float bondnumber2=0;

float bondnumber3=0;

FILE *writeout,*readin;

float MAX[50][36]=(};

double numberdone=0.0;

/*Read the fractional coordinates.*/

readin=fopen("allsites.txt","r");

for (i=0;i<33;i++)

{ for (j=0;j<3;j++)
{ fscanf(readin,"%f\t",&FRACTCOORDIil[j]);}
fscanf(readin,"\n");

}

fclose(readin);

Ol LAC U Zyl_ﬂbl
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/*Converting fractional coordinates into cartesian coordinates.*/
for (i=0;i<33;i++)
{ for (j=0;j<3;j++)
{ CARTCOORDIi][j]=(FRACTCOORDIi][0]*AXIS[O][j]+FRACTCOORD[i][1]*AXIS[1][j]+FRACTCOORDIi][2]*
AXIS[2][j])*commfactorl;}
}
/*Converting lattice vectors into cartesian vectors.*/
for (i=0;i<27;i++)
{ for (j=0;j<3;j++)
{ CARTVECTIi][j]=(FRACTVECTI[i][0]*AXIS[O][j]+FRACTVECT[i][1] *AXIS[1][j]+FRACTVECTIi][2]*AXIS[2][j])
*commfactorl;}
}
/*Generate coloring schemes and count the number of heteroatomic bonds.*/
/*The method is the same with that employed in the BaCd11-type structure except that there are now
restrictions to each site.*/
/*There are totally 33 positions. The first one (1b) is assigned to Ag (1).*/
/*Positions 2 to 9 (8g) have to have 4 Ag (1) and 4 Al (0).*/
/*Positions 10 to 21 (12i) have to have 3 Ag (1) and 9 Al (0).*/
/*Positions 22 to 33 (12j) have to have 4 Ag (1) and 8 Al (0).*/
m1=0;
for (i=0;i<32;i++)
{n=1;
for (j=1;j<=i;j++)
{n=n*2;}
ml=m1l+n;
}
m2=0;
for (i=0;i<11;i++)
{n=1;
for (j=1;j<=i;j++)

{n=n*2;}

m2=m2+n;

}
m3=0;
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for (i=0;i<21;i++)
{n=1;
for (j=1;j<=i;j++)
{n=n*2;}
m3=m3+n;
}
m4=m1-m3;
CONFIG[0]=1; /*The 1b site is assigned to Ag (1).*/
for (n=m2;n<=m4;n++)
{for (i=1;i<33;i++)
{ CONFIG[i]=0;}
i=1;
p=n;
while (p>=1)
{ CONFIG[i]=p%2;
p=p/2;
i++;
}
counter1=0;
counter2=0;
counter3=0;
for (i=1;i<9;i++)
{if (CONFIG[i]==1)
{ counterl=counter1+1;}
}
for (i=9;i<21;i++)
{if (CONFIG[i]==1)
{ counter2=counter2+1;}
}
for (i=21;i<33;i++)
{if (CONFIG[i]==1)
{ counter3=counter3+1;}
}
if ((counterl==4)&&(counter2==3)&&(counter3==4))
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{ bondnumber1=0;
bondnumber2=0;
bondnumber3=0;
for (i=0;i<33;i++)
{for (j=i;j<33;j++)
{ if (abs(CONFIG[i]-CONFIGI[j])==1)
{for (k=0;k<27;k++)

{ NEIGHBORS[k][0]=CARTCOORD(j][0]+CARTVECT[K][O];
NEIGHBORS[k][1]=CARTCOORDj][1]+CARTVECT[K][1];
NEIGHBORS[k][2]=CARTCOORDj][2]+CARTVECT[K][2];

}

for (k=0;k<27;k++)

{ distance=sqrt((CARTCOORD[i][0]-NEIGHBORS[k][0])*(CARTCOORDIi][0]-
NEIGHBORS[Kk][0])+(CARTCOORD]i][1]-NEIGHBORSI[k][1])*(CARTCOORDIi][1]-
NEIGHBORS[Kk][1])+(CARTCOORD[i][2]-NEIGHBORS[k][2])*(CARTCOORDIi][2]-NEIGHBORS[K][2]));

if (distance<2.75)
{bondnumberl=bondnumberi+1;}
if (distance<2.80)
{bondnumber2=bondnumber2+1;}
if (distance<2.90)

{bondnumber3=bondnumber3+1;}

}
for (i=0;i<50;i++)
{if
((bondnumber1>MAX[i][33])| | ((bondnumber1==MAX[i][33])&&(bondnumber2>MAX[i]l[34]))| | ((bondnumber
1==MAX[i][33])&&(bondnumber2==MAX[i][34]) &&(bondnumber3>MAX[i][35])))
{for (j=0;j<33;j++)
{ MAX[i][j]=CONFIG[j];}
MAX[i][33]=bondnumberi;
MAX[i][34]=bondnumber2;
MAX[i][35]=bondnumber3;
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i=49;

}
numberdone=numberdone+1;
}
!

writeout=fopen("max.txt","w");
for (i=0;i<50;i++)
{for (j=0;j<36;j++)
{ fprintf(writeout,"%3.0f ", MAX[i][j]);}
fprintf(writeout,"\n");
}
fprintf(writeout,"Total: %f\n",numberdone);
fclose(writeout);
}
The input file “allsites.txt™:
0.5 0.5 0.5
0.164 0.164 0.164
0.836 0.836 0.164
0.836 0.164 0.836
0.164 0.836 0.836
0.164 0.164 0.836
0.836 0.836 0.836
0.164 0.836 0.164
0.836 0.164 0.164

0 0.3453 0.3453
0 0.6547 0.3453
0 0.3453 0.6547
0 0.6547 0.6547
0.3453 0 0.3453

0.3453 0.3453 0
0.3453 0 0.6547
0.6547 0.3453 0

0.6547 0 0.3453

130
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0.3453
0.6547
0.6547
0.5

0.5

0.5

0.5

0.2661
0.2661
0.2661
0.7339
0.7339
0.2661
0.7339

0.7339

0.6547
0
0.6547
0.2661
0.7339
0.2661
0.7339
0.5
0.2661
0.5
0.2661
0.5
0.7339
0.5
0.7339

0.6547

0.2661
0.2661
0.7339
0.7339
0.2661
0.5
0.7339
0.5
0.2661
0.5
0.7339
0.5
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Chapter 7
Stacking Polymorphs in GadSi;, GdsGey, and Gd:sSi,Bis:
A Computational Investigation

7.1 Introduction

REsT, (RE = rare earth metals; T = triel, tetrel, pniengor their combinations) are a class of
materials showing exceptional magnetocaloric e$féMCEs}™* and have been intensively studf&d.
Their crystal structures feature the same motitecompositional RH; “slabs”. Depending on

composition, the stacking sequence of these “sladigés considerably.

*eaTertantes [y s
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Figure 1. The structures of Giit, in Cmce, Pnma (O(1)), Pnma (O(11)), and14,/acd. Blue: Gd; green: Bi; red:
Si/Ge.

In this report, we are studying three examplesSzdGdGe,, and G@Si:Bi,, in four structure types,
Pnma-O(l) (adopted by G¢Bi,®), Pnma-O(ll) (adopted by Gelse,), 14,/acd (adopted by Ggi,Bi,"),

andCmce (adopted by Gg$i2_58i1,59). These structures are shown in Figur@rima is a subgroup of
Cmce and thePnma structuresO(l) and O(ll), are distortions from th€mce structure by sliding

every second slab along thalirection in thePnma setting, quantized witd as shown in Figure 1.
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Also, the slabs in th€mce structure are flat but “buckled” in tH&hma structures, an effect which is
shown a\y in Figure 1. The differences betwe®(l) andO(ll) are the magnitudes afandAy. On
the other hand, themce structure differs from thid,/acd structure in the periodicity of the stacking
sequence: irCmce, every slab repeats every second slab bu#ifacd, every slab repeats every
fourth slab. If viewed along the stacking direntighe lower right picture in Figure 1), two adjate
slabs in theCmce andl4/acd structures have nearly identical displacementsCnhce, displacement
of the third slab reverses the first shift, wheriedgl/acd displacement of the third slab is orthogonal
to the first shift. As a result, tHémce structure has anTABABABABIIT stacking sequence and the
I4,/acd structure has anTABCDABCDIT stacking sequence. Moreover, tAema structures also

show a stacking sequend8BRBABABABIIIL

The differences in stacking sequence between thgsetures are intriguing. In this report, by
studying them with quantum mechanical calculatiams,are attempting to rationalize the causes of
these differences. Firstly, we tried to elucidate teason of the distortion fro@mce to Pnma.
Special attention was paid to the T-T interactibesnveen slabs, which get strongerdaisicreases.

We then compare@mce andl4,/acd to investigate the differences between them.
7.2 Computational Details
7.2.1 Computational Model Structures

Besides the stacking sequence, these structuredsaralifferent within a single slab. For instance,
the Cmce andl4,/acd structures have flat slab&y(= 0) while thePnma structures have buckled slabs
(Ay # 0). To eliminate the differences of a single sald to focus on only the effects of the stacking
sequence, we developed model structures with “eegldbs”, which are constructed according to the
experimental slabs but are more symmetrical. Fanaestration, we compare the experimental and
the “regular slab” models of G8i, in Table 1 and Figure 2. The “regular slab” modelse the same
unit cell volume and lattice parameter with the experimental structiitee a andc parameters in
the model structures are set equal to the geonatdarages of the experimentahndc values. The
“regular slabs” are flat, meaning that the&oordinates of the Gd1 and Gd2 sites are equakbead
obtained by averaging the experimentaloordinates of Gd1 and Gd2 (see Table 1; e.g098.E
(0.09726 + 0.12232)/2). The and z coordinates are arranged so that viewed from thectibn
perpendicular to the “regular slab”, Gd atoms fdamo parallel 3434 nets of precise squares and
equilateral triangles, while the Si atoms are ledadbove/below the centers of each triangle and
additional Gd atoms (Gd3) are above/below the cesfteach square (Figure 2). This slab satisfies
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the symmetry requirements of all three space groaps thus, can be stacked into all three structure

types.

7.2.2 VASP Calculations

We used the&/ienna ab initio simulation package (VASP)'®*? to calculate the energy terms of the

“regular slab” models. The projector augmented-wéR&W)"** pseudopotentials were adopted with
the Perdew-Burke-Ernzerhof generalized gradientagmation (PBE-GGA}* The energy cutoffs
are 245.3 eV for Gf&i, and G@Si,Bi, and 173.8 eV for Gf6e,. The first Brillouin zone was
sampled with a 7 x 7 x 7 Monkhorst-Pack me&shihe “regular slab” model structures were also

optimized using the conjugate gradient algoriffitdere, a 5 x 5 x 5 Monkhorst-Pack mesh was used.

The total energykror, is partitioned into an electrostatic terzs, and an electronic termeiectronio

to apply the analysis demonstrated in Chapter 3and

Table 1. The comparison of lattice parameters and atomsitipas between the experimental structure and the

“regular slab” model of Gd5Si4.

Experimental Structur®tma)® “Regular SlabPnma Models

a=7.4836(6) Ab = 14.745(12) A a=c=7.6152 Ab=14.745 A

c=7.7491(6) AV = 213.77 Rif.u..dla=0.21| V= 213.77 Rff.u..d/atunable.
Atom  Wyck. X y z X y z
Gdl &d 0.47087(4 0.09726(2 0.68267(4 0.5670-d/2a 0.109¢ 0.683(
Gd2 d 0.31616(4) 0.12232(2) 0.17963(4) 0.433@2a 0.1098 0.1830
Gd3 £ 0.14402(5) 1/4 0.51095(6) 0.25¥#2a 1/4 0.5000
Si1 8d 0.1437(2 0.0399(1 0.4728(2 0.25-d/2a 0.039¢  0.500(
Si2 i 0.0211(3) 1/4 0.0993(3) 0.64432a 1/4 0.1057
Si3 i 0.2588(3) 1/4 0.8758(3) 0.355%Ra  1/4 0.8943
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Figure 2. The comparison between an experimenta)Sgdlab and a regular G8i, slab.
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7.2.3 LMTO Calculations

The StuttgarfTight-Binding, Linear-Muffin-Tin Orbital program withAtomic Sphere Approximation
(TB-LMTO-ASA)*" was employed to calculate the crystal orbital Hemian population (COHPj

of the T-T interactions between two neighboringoslaThe exchange and correlation energy was
treated with the von Barth-Hedin local density aximation’® The basis sets includs, &p (down-
folded)? and 5l for Gd, 3 and 3 for Si, 4 and 4 for Ge, and §and P for Bi. Reciprocal space

integrations were performed with an 8 x 4 k-8oints mesh.
7.3 Results and Discussions
7.3.1CmcevsPnma

As mentioned above, the difference between @mce and Pnma stacking sequences can be
guantified withd as shown in Figure 1. I©€mce stacking, as in GS®iLBi,5° d = 0. The
crystallographic data of G8li, (Pnma, O(1))® and GdGe, (Pnma, O(Il))* generate, respectivelg/a =
0.212 and 0.081. Sa&)(l) has largerd than O(ll), an effect which leads to shorter T-T distasice
between two neighboring slabs — the shortest Bity-Ge-Ge distance in @Bk, is 3.635 X
whereas its counterpart Si-Si in £5d is 2.488 A2 So, Si-Si bonding seems to be one of the driving

forces for theCmce to Pnma distortion; the validity of this assumption ne¢dbe tested.

To study the effects aof, we constructedPnma “regular slab” model structures with tunall&
values, as shown in Table 1. Tkence stacking was treated @&nma with d/a = 0. Also, we
examined three compositions: §d, GdGe;,, and G@Si,Bi,. For GESi,Bi,, Bi was assigned to the
T sites between slabs and Si to the T sites withihs, just as crystallography reveio eliminate
any volume effects, each composition was built finégular slab” model structures at three volumes:
213.77, 221.70 and 244.73%fu., which are the experimental volumes, respebtj of GdSis,
GdGey, and G@Si:Bi,. Different compositions were then compared astirae volumes.

The energy terms calculated using VASP are plattdelgure 3 as a function afa. Given the same
“regular slabs”, regardless of composition and r@y the distortion fromCmce to Pnma, i.e.,
increasingd/a, invariably causes increasinges rising and decreasin@eiectronic FOr Eror(d/a),
composition does differ — G8i; reveals a clear minimum arouh = 0.25, GgGe, also has a
minimum aroundd/a = 0.21, but it is less perceivable than ins&g and GgSi,Bi, has Eror

monotonously increasing without any perceptibleimim.
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Figure 3. The effects ofi/a on energy terms of the “regular slab” models.

It is very probable that the minimum Eor is caused by the inter-slab T-T interactions asiagd
above. This can be seen by correlating theS@zéEror curves with the Si-Si COHP curves (Figure 4).
For hypotheticalCmce and O(ll) structures, the Si-Si interactions are weakhéiWd/a increases to
0.12 and 0.18, where the £, Eror curves crest, the interactions are significant thuede is a sharp
antibonding peak right below the Fermi level. Bgr approaches its minimum, i.e.,dta = 0.21 and
0.25, the sharp antibonding peak diminishes. Tta-slab Ge-Ge and Bi-Bi COHP curves reveal the
same pattern. This indicates thatdé = 0.12 and 0.18, T-T antibonding states are Ktijely
populated. Further increasindfa will shorten the inter-slab T-T distances and #rergies of
antibonding states will rise, shift above the Feleviel, and be depleted. This diminishing of the

sharp antibonding peak will contribute to a droglectronic energy and cause the minim&-ig.

The lack of a minimum in thEror curve of G@Si,Bi, can be attributed to its rapidly risikgs when
d/a increases (Figure 3). The reason for such ragick@se irEgs is that the core (nucleus plus core

electrons) of Bi has +5 charge (could Bi be treatsda core with +3 charge and 2 inert pair
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electrons?), one more than the +4 values of SiGmdores. So, when Bi atoms get closer, they bear

more repulsion between the cores than Si and Gieelh Egectronic alSO drops more rapidly in

GdSi;Bi, than the other two compositions, but it does mohgensate for the increaselgas For
instance, at/a = 0.30,Egs of GASi,Bi, is about 40 eV higher than those of;Gigand GdGe;, but

Eclectronic IS ONly less than 10 eV lower. Thus, the rapidbing E:s will overwhelm any electronic

effects, including Bi-Bi bonding, causilfittor to rise monotonously.

dla = 0

I'sisi =
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Figure 4. The effects ofl/a on the inter-slab Si-Si COHP in @&, (calculated at 213.77°K.u.).

Table 2. The structures obtained through the optimizatibthe “regular slab” model structures.

Gd;Si, opt. O(1)

GdsSi, opt.O(Il)

GdsSi, opt.Cmee

a=7514E A b=146997A.
c=7.7413 Adla=0.21

a=7575¢A, b=14668¢A.
c=7.7413 Adla=0.09.

a=7625¢A, b=14682CA.
c=7.6371Ada=0.

Atom  Wyck. X y z X y z X y z

Gdl & 0.4656 0.0996 0.6848 0.4870 0.0993 0.3189 0.4277110@. 0.3271

Gd2 & 0.3141 0.1223 0.1800 0.1296 0.1181 0.656 0.0723110Q. 0.6729

Gd:s 4c 0.143" 1/4 0.511¢ | 0.296¢ 1/4 0.000¢ 1/4 1/4 0

Sil ad 0.141« 0.040¢ 0.4727 | 0.2907 0.042¢ 0.965: 1/4 0.045: 0

Si2 & 0.0180 1/4 0.1028 0.4214 1/4 0.6043  0.3645 1/4 5861

Si3 4c 0.258¢ 1/4 0.874¢ | 0.190¢ 1/4 0.372¢ | 0.135¢ 1/4 0.384:
GdsGe, opt. O(ll) GdsGe, opt.Cmce GdsSi,Bi, opt. Cmce
a=7.6989 Ab=14.7893 A.| a=7.7319 Ap=14.8095 A.| a=7.9527 Ap=15.4502 A.
c=7.7882 Ad/a=0.08. c=7.7444 Ad/ia=0. c=7.9671 Ad/a=0.

Atom  Wyck. X y z X y z X y z

Gdl & 0.4760 0.1010 0.3218 0.4249 0.1105 0.3302 0.42251258. 0.3312

Gd2 & 0.1229 0.1168 0.6610 0.0751 0.1105 0.6698 0.0863127@. 0.6674

Gd:  4c 0.288: 1/4 0.998: 1/4 1/4 0 0.254: 1/4 0.000¢

Sil & 0.2815 0.0437  0.9664 1/4 0.0453 0 0.2531 0.0417 960.9

Si2 4c 0.418: 1/4 0.615. | 0.373: 1/4 0.625: | 0.383¢ 1/4 0.627¢

Si3 & 0.1717 1/4 0.3636] 0.1265 1/4 0.3749  0.1249 1/4 0.37

We executed structural optimization at fixed volgnfigr all “regular slab” models using VASP. The

optimized structures and their energy terms atedjsespectively, in Tables 2 and 3. For&4 the
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model structures witll/a > 0.18 were optimized into a sarfl) structure; the models witt/a
between 0.05 and 0.12 were optimized into a safig structure; and the model structure witta =
0 stayed a€mce during optimization. For all of these three optied structures, th@(l) structure
gives the lowesEror and it is very close to the experimental strucglvewn in Table 1. Comparing
its energy terms to those of the optimiz8dhce structure, it has highdees and lowerEgectronio
indicating that theD(l) structure is stabilized by electronic effecthie optimizedO(ll) structure is

also lower inErot than theCmce structure. However, opposite @fl), it is caused by a lowet:s, not

Eelectronio

Table 3. The energy terms of the optimized structures.

GdSiy opt.O(l) GdsSi, opt.O(Il) GdsSiy opt.Cmece | GasGe opt. O(1l) GdsGe, opt. Cmce
Eec (eV/f.U.) 3.017( -5.917( 0 -5.390¢ 0
Eelectronic R
@Vif.u) 3.1999 5.8687 0 5.3640 0
Eror (€V/f.U.) -0.182¢ -0.048: 0 -0.026¢ 0

Optimization only located two structures in4G@. The “regular slabCmce model stayed aSmce.

All the others were optimized into @(ll) structure, which is close to the experimerstlicture of
GaGe,.” It offers lowerEror than the optimize€mce structure and, just as in G8i,, is because of
its lowerEgs, NotEgecronic All GAsSi-Bi» “regular slab” models were optimized into @mce structure,

indicating that there are no stable or metastBhiea structures.

In conclusion, the distortion fror@mce to Pnma in GdSi, and GdGe, are caused by different
reasons. For G8&i,, it is caused by electronic reasons, among wtsdhe inter-slab Si-Si bonding.
For GdGe, it is caused by nuclei or cores — the atomicrgeanent in theD(Il) structure affords
lower electrostatic energy. The calculation resatissdSi,Bi, can explain why Ggbi, sBi; 5 prefers
the Cmce to thePnma structure — the Bi core has larger charge (+5) tB#Ge (+4) so replacing
Si/Ge with Bi between slabs will lead to strongepulsion and thus largdfes, preventing the

distortion.
7.3.2Cmcevsl| 4/acdin GdsSiBi,

While the distortion fronCmce to Pnma can be described with two neighboring slabs, wesha
consider at least three slabs to see the differbeteeenCmce andl4,/acd. If we only consider two
neighboring slabs in “regular slab” model strucgr€mce and 14,/acd stackings are the same,

meaning that there is no short range geometri¢ddrdnce between these two stacking sequences.
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The difference occurs when we consider the seceadest slab, which is one slab (30.700/4 = 7.675
A) away. Such a long range structural differencenig expected to generate any significant
differences. This is confirmed by comparing thergpeerms of “regular slabCmce and |4,/acd
structures at the same volume (244.7%.4.). Table 5 shows thd&:s is almost equal in these two
structure types Whil&ecrronic@aNdEror are both 2 meV/f.u. lower in tHd,/acd stacking, which is not
sufficient to explain the structural preference.ritover, we isotropically varied the volumes of thes
two model structures and plotted #@/) curves (Figure 5) of them and they are rightamaf each
other. Therefore, if we stack the same slabs inCiimee andl4,/acd sequences, they will give the
same energy and even the same compressibilitykiSgpitself does not make the difference between
them. Their difference must stem from the geomelifferences with a single slab.

Table 4. The comparison between the experimental structbee;regular slab’14,/acd model structure, and

the structure obtained from structural optimizatidnhe “regular slabl4,/acd model.

Experimental “Regular Slab” Optimized
a(A) 7.9858(9) 7.9858 7.9613
c(A) 30.700(6) 30.700 30.8893
Gdl | 0.3322 0.9168 0.06152 0.3170 0.9330 0.0615 20.330.9183 0.0633
Gdz 0 1/4 3/8 0 1/4 3/8 0 1/4 3/8
Bil 0 1/4 0.97841 0 1/4 0.9784 0 1/4 0.9791
Si2 0.365¢ 0.615¢ 1/8 0.349¢ 0.599: 1/8 0.371: 0.621: 1/8

We then optimized the “regular slab” model strueturThe optimize@mce structure is in Table 2
and the optimized4,/acd structure is in Table 4, with the latter closdhe experimental structure of
GdSiBi,. Comparison of the energy terms between theseoptimized structures (Table 5) shows
that, although the differences Hts and Egecronic @re significant, withEgs favoring 14,/acd and
Ecrecrronic favoringCmcee, their Eror values are still fairly close, only 4 meV/f.u. lemin|4,/acd. There

is still no clue about the cause of the structdifférence. More investigations are required.

7.4 Conclusions

By constructing the “regular slab” models, compartheir energy terms, and optimizing them, we
identified the causes dfmce to Pnma distortion. TheO(l) structure is stabilized by electronic
reasons, among which is the inter-slab T-T covaleteractions. Th&(ll) structure is stabilized by
affording lower electrostatic energy. The same wetihowever, failed to rationalize the difference

betweerCmce andl4,/acd structures. Further investigations are required.
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Table 5. The energy terms of @G8i,Bi, in the “regular slab” and the optimiz€&uince andl4,/acd structures.

“Regular Slab'Cmce “Regular Slab'14,/acd | OptimizedCmce Optimized|4,/acd
Eg< (eVif.u.) 0 -0.0000! 0 -0.1506:
Ectectronic (€V/f.U.) 0 -0.00205 0 0.14647
Eror (€V/f.U.) 0 -0.00210 0 -0.00416
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Figure 5. TheE(V) curves of GgSi,Bi, in “regular slab”4,/acd andCmce structures.
7.5 References:

(1) Pecharsky, V. K.; Gschneidner, K. A. Encyclopedia of Condensed Matter Physics; Elsevier:
Amsterdam, 2005, pp 236.

(2) Warburg, EAnn. Phys. 1881,13, 141.

(3) Debye, PANnn. Phys. 1926,81, 1154.

(4) Giauque, W. FJ. Am. Chem. Soc. 1927,49, 1864.

(5) Holtzberg, F.; Gambino, R. J.; McGuire, T.JRPhys. Chem. Solids 1967,28, 2283.
(6) Pecharsky, V. K.; Gschneidner, K. A.Bhys. Rev. Lett. 1997,78, 4494.

(7) Misra, S.; Miller, G. JJ. Am. Chem. Soc. 2008,130, 13900.

(8) Mozharivsky, Yu.; Tsokol, A. O.; Miller, G. Z Kristallogr. 2006,221, 493.

(9) Svitlyk, V.; Campbell, B. J.; Mozharivskyj, Ylnorg. Chem. 2009,48, 10364.

www.manaraa.com



141

(10) (a) Kresse, G.; Hafner, Bhys. Rev. B 1993, 47, 558. (b) Kresse, G.; Hafner, Bhys. Rev. B
1994,49, 14251.

(11) Kresse, G.; Furthmiller, Gomput. Mat. Sci. 1996,6, 15.

(12) Kresse, G.; Furthmdiller, Bhys. Rev. B 1996,54, 11169.

(13) Kresse, G.; Joubert, Bhys. Rev. 1999,59, 1758.

(14) Perdew, J. P.; Burke, K.; Ernzerhof, Rhys. Rev. Lett. 1996,77, 3865.
(15) Monkhorst, H. J.; Pack, J. Bhys. Rev. B 1976,13, 5188.

(16) Press, W. H.; Flannery, B. P.; Teukolsky, S; Xetterling, W. T. Numerical Recipes;
Cambridge University Press: New York, 1986.

(17) Jepsen, O.; Andersen O. ®B-LMTO, version 47; Max-Planck-Institut fir Festkérperfdrang,
Stuttgart, Germany, 2000.

(18) Dronskowski, R.; Blochl, B. Phys. Chem. 1993,97, 8617.
(19) von Barth, U.; Hedin, L1. Phys. C: Solid Sate Phys. 1972,5, 1629.

(20) Lambrecht, W. R. L.; Andersen, O. [Rhys. Rev. B 1986,34, 2439.

www.manaraa.com



142

Chapter 8

Conclusions and Future Work

The work in this dissertation rationalized the taystructures of four classes of compounds and
addressed the problems that are not covered b¥imtlekKlemm concept. The conclusions deepen our
understanding of the composition-structure relatigps of Zintl and polar intermetallic phases and

also point to more questions that require furthgestigations.

(1) By studying the well-known Zintl phases, alkatietal trielides, we found out that it is not
sufficient to consider only valence electron trensind covalency. To rationalize the structures of
Zintl phases, we need to consider the effects dglfimty, ionicity, and covalency comprehensively.
They compete with one another and favor differemtictures. Several affecting factors were
identified, including relativistic effects, electregativity differences, and atomic size ratios, Hray
can affect metallicity, ionicity, covalency and itheompetition, causing structural variations. The
energy partition scheme developed in this part lmarapplied to any other crystalline phases. It
segregates the effect of core positiokss(a function of only core positions, without anyat®ns
with where electrons are) from the effect of vakeralectron localizationEectronid. One of the
limitations of this scheme is that the effects ofume uponEgs and Egectronic have not yet been
guantitatively evaluated, so we can only make tpiale comparison between two structures if they
are at different volumes. Finding a way to quatititdy evaluate the volume effects will make our

energy partition scheme more powerful.

(2) The comparison between the 1-D zigzag ribbah the 3-D diamond network in,AuBi (A =
alkali metal) reminds us that besidesindp states,d states can also be actively involved in the
covalent interactions between the electronegalemments in Zintl phases, so we should not equalize
the Zintl-Klemm formalism with simple electron cding rules such as octet rules, which only
applies tosp systems. Also, a 3-D electronegative network carprovide efficient covalent
stabilization when the electropositive atoms argdalt will break down into structure motifs with
lower dimension, which offers efficient covalentdractions. This part also predicts that,Al#Bi

will transform from the 1-D zigzag ribbon into teebic double diamond structure under a pressure
higher than 3.29 GPa. It is worthwhile to test thigoretical prediction with high pressure syntbesi

and X-ray crystallography.
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(3) The competition between the Bagdnd BaHg-type structures in the Euddyl 11« Systems was
rationalized with valence electron counting — thaHB;-type structure requires more valence
electrons to optimize the interactions between Agadfoms. The challenge was the “coloring
problem”. Our method, which firstly calculates rand coloring schemes to determine whether
heteroatomic/homoatomic contacts are energetidallpred and then maximizing the number of
heteroatomic/homoatomic contacts, can be geneaglplied to other systems where the coloring
problem needs to be handled. For future work, it be valuable to study BaGdand BaHg
themselves. Why do they adopt different structuvbe they are isoelectronic? What other factors
beside valence electron count can lead to thiststral difference?

(4) The preliminary study upon G, reveals that the distortions from tBece to theO(l) and O(ll)
structures, although the latter two have the sgmaeesgroupPnma, is caused by different reasons.
O(l) is stabilized by electronic energy term, onasen of which is the effect of inter-slab T-T
interactionsO(ll) is stabilized not by electrons but by corei$ effers lower electrostatic energy term.
The comparison betwedfmce andl4;/acd was not successful and requires further study.elier,
there are more stacking sequences than the thsegsdied in this work. A complete study needs to be
carried out over all of them. Also, as materialthwiromising magnetocaloric effect, we should also

consider the magnetism in these phases.
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